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INTRODUCTION

In recent years, most people are suffering from cancer. 
Not all cancer cells are dangerous. There are nearly many 
types of cancers. They are pancreatic cancer, cervical can-
cer, lung cancer, breast cancer, colorectal cancer, thyroid 
cancer, kidney cancer and melanoma, etc.1. Normally, the 
patient data is called Electronic Health Record (EHR’s).  
These records may be structured, unstructured or semi-
structured data. If the particular format for the patient’s 
record is available then it is structured data. If there is no 
particular format for the data then it is called unstructured 
data. The combination of structured and unstructured data 
is called semi-structured data.2 Abnormal cancer cells are 
detected by using the number of modalities by the radiolo-
gist which is unstructured.  These modalities are X-ray, CT-
Scan (computed tomography), ultrasound, Thermogram 
imaging, PET (Positron Emission Tomography), and MRI 
(Magnetic Resonance Imaging). 

Breast cancer (BC) is the commonest disease in Indian 
women. The screening for breast cancer is the digital X-
ray called mammogram imaging modality which is cost-
effective, efficient, and fewer side effects of radiation.3  The 
categories of breast cancer are from 0-5 which is given by 
the American college of radiology called BI-RADS (Breast 
Imaging- Reporting and Data System) in 1986. According 
to BI-RADS, category-0 is an incomplete evaluation and 
requires additional imaging techniques have to consider. BI-
RADS category-1 is negative BC, category-2 is the benign 
means less probability of severity, category-3 is also benign 
category but <2% malignancy and continuous monitoring 
are required. Category 4 is a suspicious abnormality that has 
>2% malignancy and category 5 is >=95% malignancy.4  

Machine learning (ML) is a subset of Artificial Intelligence 
(AI) which gives the results based on the learning experi-
ence. There are different types of machine learning tech-
niques known as supervised learning, unsupervised learning 
and semi-supervised learning. A new class label is predicted 
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ABSTRACT
Introduction: The deadly disease in Indian women is Breast Cancer (BC). A mammogram is used for identifying the tumours in 
the breast in the early stages which is efficient and cost-effective. 
Objective: The main objective is to predict BC in the early stages using image processing and machine learning techniques. 
Methods: Our proposed methodology is 6 step process which includes preprocessing, feature extraction, feature selection, split-
ting the data into training and testing, classification and performance measure.
Results: The experiments are done on MIAS (Mammogram Image Analysis Society) dataset. As more noise in the images of this 
dataset, filters are applied to get more clarity in images. Features are extracted by Local Binary Patterns (LBP) and optimized by 
Forest Optimization Algorithm (FOA). These features are divided into 70% training and 30% testing data for classification. The 
classifiers used are K- Nearest Neighbor (KNN), Naïve Bayes (NB) and Random Forest (RF).
Conclusion: The experiments show that LBP based FOA with RF classifier achieved good accuracy in classifying the mam-
mograms. 
Key Words: Breast cancer, Local Binary Patterns, Forest Optimization, Random Forest, K-Nearest Neighbor and Naïve Bayes
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based on the labelled training data is called supervised learn-
ing whereas the class label is predicted based on the clus-
ters (doesn’t contain labelled data) is called unsupervised 
learning. The combination of supervised and unsupervised 
learning is called semi-supervised learning. Nowadays ML 
is helping physiologists and radiologists in the diagnosis, 
prognosis, and prediction of diseases in early stages.5 For ex-
ample, to predict whether the tumour is benign or malignant, 
ML estimates the class label as 0 or 1 for benign or malig-
nant respectively. These techniques are not only helping the 
doctors in the prediction of the diseases but also involved in 
the correct medication to the patients.6 ML is mainly helping 
cancer patients to predict the disease in its early stages. The 
mail ML techniques used in disease prediction are Support 
Vector Machine (SVM), Artificial Neural Networks (ANN), 
Bayesian Networks (BN’s), K-Nearest Neighbor, and Deci-
sion Trees (DTs).2 The paper is organized as follows: related 
work is in section 2, the proposed methodology is in section 
3 experimental results and discussion is in section 4.

The author’s in7 proposed a methodology to detect tumours by 
reducing the noise in MIAS mammograms using 2D median 
filters. Then the images are segmented by region growing ap-
proach. From these segmented images, features are extracted 
based on texture and features are selected by using the rough 
set. The classifier used is ANN to classify the mammograms. 
In8, the features are extracted for the DDSM mammogram im-
age dataset by the root mean square slope, circularity, fractal 
dimension. SVM classifier has given better results than other 
classifiers. Polynomial classifier is used by using the features 
obtained from curvelet transformations and Linear Binary Pat-
terns (LBP) to classify the DDSM images.9 

Images are enhanced using chain code and a rough set. These 
enhanced images are segmented using vector field convolu-
tion and features are extracted by using shape, texture, and 
intensity.10 The classifier RF has given better results which 
are measured by using 5-fold cross-validation.  Median fil-
tering; harmonic filtering and logarithmic transformations 
are applied.11 Then features are extracted by Fourier transfor-
mations and weighted Fourier transformations. The features 
are selected by principal component analysis. The classifiers 
used are SVM and KNN in which performance is measured 
by 10-fold cross-validation. They investigated that SVM will 
give better results for classification from GLCM features and 
PCA as feature selection. 

With aimed to classify the mammogram images into benign 
or malignant it was proved that genetic programming helps 
to select the best features from the WDBC dataset.12 Deep 
learning is playing an important role in the classification of 
mammograms.13 They have used the Convolutional Neural 
networks (CNN) model for feature extraction which is an 
improved version of AlexNet. The classifier used is SVM 
which gave better results.

MATERIALS AND METHODS

Our proposed methodology is a 6-step process. The steps are 
image acquisition, image preprocessing, feature extraction, 
feature selection, classification, and performance evaluation. 
The flow chart of the proposed methodology is represented 
in Figure 1.

Figure 1: The architecture of proposed methodology: The 
methodology is a 6 step process that includes acquiring data, 
preprocessing the images, feature extraction, feature selec-
tion, splitting the data into training and testing, classification 
and performance evaluation. 

The main objective of our methodology is to classify the 
mammogram images into either benign or malignant. To 
classify the mammograms first we have to acquire the im-
age dataset. Then these images are preprocessed to get clar-
ity in the intensities and pixel values by using preprocess-
ing techniques. These preprocessed images are given as 
input to the feature extraction technique which extracts the 
features from the image. All the features are may not be 
useful for the classification. So, useful features are selected 
by using feature selection methods. The selected features 
are divided into training and testing as 75% and 25% re-
spectively.  The classifiers classify the images into either 
benign or malignant. The performance is measured by the 
confusion matrix and accuracy is also calculated to identify 
the good classifier.
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Image Acquisition
Several imaging techniques are available to detect the tu-
mours in mammogram images such as digital mammo-
grams, CT-Scan (computed tomography), MRI (Magnetic 
Resonance Imaging), ultrasound, and PET(Positron Emis-
sion Tomography). Among these modalities, cost-effective, 
efficient, and less radiation is for mammograms. To our re-
search, the mammogram image dataset is considered called 
MIAS (Mammogram Image Analysis Society). This dataset 
consists of 322 images of 1024X1024 size each and contains 
a combination of benign and malignant.14 Among these 322 
images, 112 and 210 are normal and abnormal images re-
spectively. The sample images from MIAS are shown in the 
following Figure 2.

Figure 2: Images from MIAS database: mdb033, mdb116 - 
sample images considered from MIAS dataset.

Image preprocessing
The images are preprocessed to eliminate noise, reduce re-
dundancy, and smoothening the edges so that efficient fea-
tures are extracted. There is several preprocessing techniques 
are available. The image can be enhanced to get more clar-
ity in the images. The enhancement techniques are: filtering 
with morphological operators, histogram equalization, noise 
removal using wiener filter, linear contrast adjustment, me-
dian filtering, unshaped masking, contrast-limited adaptive 
histogram equalization, and decorrelation stretch.15 Filtering 
is one of the fastest and simple techniques used for smooth-
ening the image or enhancing or detecting edges in the im-
ages. There is several filtering techniques are available like 
mean/ average filter, Gaussian filter, median filter, adaptive 
mean filter Weiner filter, and Laplacian filter. Edges in the 
image are detected by using differential operator, Robert’s 
operator, and Sobel operator.16 Among these filters, we have 
applied Gaussian, Weiner, and median filters to reduce noise 
and smoothing images.17

Feature Extraction
After preprocessing step, features are to be extracted. Ex-
tracting the features from images is called feature extrac-
tion. Several feature extraction techniques are available. 
Mainly, the features are divided into two types. They are 
local and global features.18 Local features are concentrate 

on the patches of the images where are global features con-
centrate on the entire image. These features may be tex-
ture, structural and statistical features. Texture-based fea-
tures give information about smoothness, coarseness, and 
regularity.  So, we have used Local Binary Patterns (LBP) 
which is a texture-based feature extraction technique used 
for extracting the features. These labels each pixel in the 
image based on thresholding the neighbour of each pixel. 
The important characteristic of this is simple and efficient 
for grayscale images.19 LBP gives contrast information of 
surrounding pixels.18 If a middle pixel mp has 8 neigh-
bouring pixels denoted by N= { n1, n2…n8 } the binary 
pattern(BP) can be denoted as follows:

 (1)

Likewise, BP is calculated for all the pixels of an image. 
These LBP features are normalized and prepare as a feature 
vector.

Feature Selection
All the extracted features may be useful for the classifier. 
So the optimal features are only useful for classification. To 
select optimal features, heuristic algorithms are used. These 
algorithms are divided into two groups. They are Evolution-
ary Algorithms (EA) and Swarm Intelligence (SI). Example 
algorithms for EA are Genetic algorithms (GA), Evolution-
ary Programming (EP), Forest Optimization (FO), etc. Ex-
amples of SI are Particle Swarm Optimization (PSO), Ant 
Colony Optimization, Firefly Optimization, etc.20

In our research, we have used Forest Optimization Algo-
rithm (FOA).21 It is an Evolutionary Optimization Algorithm 
used to select useful features for classification. Mainly, it 
works in 3- steps: 1. Local Seeding on Trees (LO) 2. Limita-
tion of population and 3. Global Seeding (GS). Parameters 
like a lifetime(LI),  local seeding changes(LSCH), area limit 
of the forest(AL), transfer learning rate(TL), global seeding 
changes( GSCH) are given as input. We have initialized the 
forest with the selected number of trees. Each tree is a 0/1 
tree which is having N+1 dimensions where N is the dimen-
sions of the feature vector and tree age is also initialized to 0. 
If LO operation is done then age is incremented by 1 except 
newly generated one. 

To generate the tree children LO operation is done. This is 
done by a parameter called LSCH. The population of the 
trees is limited based on the parameters area limit (AL) and 
lifetime (LI). To form the candidate population (CP) some 
trees are removed based on age. Then the remaining trees 
are placed in sorted order depending on their fitness values. 
If the number of trees is exceeded then the trees are removed 
from the forest and are added to CP. A GSCH is performed 
on CP and is obtained by TL. Some of the bits are selected 
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from the selected CP trees depending on GSC. The randomly 
chosen bits are changed from 0 to 1 and 1 to 0. In order o 
select the best tree from the forest, the fitness value is deter-
mined. Then make the selected best tree age as 0 and repeat 
this process until any one of the specific criteria reaches. The 
termination criteria are 1. Several iterations 2. No difference 
between the fitness values in the successive iterations 3. 
Given accuracy measure. In our methodology, we have used 
number iterations as the stopping criteria. In this way, the 
optimal features are selected.

Classification
The optimal feature vectors of the MIAS dataset is given as 
input to the different classifiers to predict the tumour is nor-
mal or abnormal. We have used KNN and RF classifiers.

a. K- Nearest Neighbor Classifier
A simple and efficient supervised learning algorithm called 
K-Nearest neighbour (KNN) is used to classify the mammo-
gram into normal or abnormal. This classifier depends on 
the distance metric22. Several distance measures are available 
such as Manhattan distance, Euclidean distance, Mahalano-
bis distance, and Minkowski distance. Mostly used distance 
measure is Euclidean distance23. Based on the value of K, 
the classifier works. In our proposed methodology we have 
chosen k=4.

b. Naïve bayes classifier
It works on the theorem called the Bayesian theorem. It out-
performs well for classification problems24. It works on the 
given equation(2)

Posterior probability =  (2)

The posterior probability is a sample with specific charac-
teristics in a class. It will be calculated by multiplying prior 
probability and likelihood where prior probability is the 
probability of class appearance and likelihood is the prob-
ability of emergence of sample like characteristic in a class25.

c. Random Forest Classifier
It is a supervised learning machine learning algorithm used 
for both classification and regression.  The working is based 
on the decision trees.  Decision trees are constructed for the 
randomly selected samples and class labels are  generated. 
Then voting is done for the predicted labels. The majority 
voted label is the final predicted class label. 

Experimental results and Discussion
Our methodology is implemented using python on a per-
sonal computer which an i5 processor and 4GB RAM with 
Windows 10 OS. The experiments are done on the MIAS 

dataset. These images are preprocessed by using Gaussian, 
wiener, and median filters to reduce noise and smoothing the 
edges. These preprocessed images are given as input to the 
feature extraction technique called Local Binary Pattern to 
get a feature vector; the features are reduced by applying the 
Evolutionary Algorithm called Forest Optimized Algorithm 
(FOA). These optimized features are given as input to the 
classifiers KNN, NB, and random forest. The performance 
is measured based on the confusion matrix represented in 
which calculates the sensitivity26, specificity, precision, and 
f1-score are given in equations 3 to 6 as follows. The perfor-
mance measures used for the three classifiers are represented 
below.

Sensitivity/ Recall =    (3)

Specificity =    (4)

Precision =   (5)

f1-score =  (6)

True Positives means Sick people are predicted correctly, 
False Positives means healthy people are wrongly predicted, 
True Negatives mean healthy people predicted correctly, 
False Negatives mean sick people predicted incorrectly. 
The performance measures are represented in the following 
table 1 and also in figures 3 where x-axis values are per-
formance measure values in percentages and y-axis is the 
performance measure. The sensitivity, specificity, precision 
and f1-score values for LBP+FOA+KNN methodology are 
94.6%, 94.8%,94.8%, and 94.4% respectively. These val-
ues for LBP+FOA+NB methodology obtained are 95.3%, 
95.4%, 95.5%, and 95.8% respectively. Similarly, for 
LBP+FOA+RF methodology are 96.9%, 96.4%, 96.5%, and 
96.1% respectively.

Table 1: Confusion Matrix parameters. This table in-
dicates the specificity, sensitivity, precision and f1-
score in % for the experiments such as LBP+FOA+RF, 
LBP+FOA+NB and LBP+FOA+KNN
Dataset Proposed 

Methodology
Sensitivity 

(%)
Specificity 

(%)
Precision 

(%)
F1-

Score 
(%)

MIAS LBP+FOA+KNN 94.6 94.8 94.8 94.4

LBP+FOA+NB 95.3 95.4 95.5 95.8

LBP+FOA+RF 96.9 96.4 96.5 96.1



Int J Cur Res Rev   | Vol 13 • Issue 09 • May 2021 140

Kumari et al.: Mammogram classification with forest optimization using machine learning algorithms

Figure 3: Performance measures of classifiers – Graph rep-
resents the specificity, sensitivity, precision and f1-score 
performance measures in %. This figure shows the perfor-
mance measures of the experiments such as LBP+FOA+RF, 
LBP+FOA+NB and LBP+FOA+KNN.

The best classifier can also be decided by another perfor-
mance measure called accuracy given below in equation 7. 
The accuracy of each classifier is represented in table 2. The 
accuracies for KNN, NB, and RF obtained are 94.5%, 95.8%, 
and 96.2% respectively and are also represented in figure 4. 

Accuracy =  (7)

Table 2: Accuracy comparison of proposed classifiers     
Test 
No

Dataset Classifier Accuracy 
(%)

Existing/ Pro-
posed

1 MIAS KNN 94.5 Proposed approach

2 NB 95.8 Proposed Approach

3 RF 96.2 Proposed Approach

Figure 4: Accuracy of classifiers – This figure shows the ac-
curacies obtained for the proposed methodologies such as 
LBP+FOA+RF, LBP+FOA+NB and LBP+FOA+KNN and ob-
served that  LBP+FOA+RF is better than the other two experi-
ments.

By observing the above performance measures, we conclude 
that LBP based feature extraction with FOA is giving better 
classification results using random forest.

CONCLUSION

For our study of research, we considered the MIAS mam-
mogram image dataset. These images are having more noise 
and are reduced by applying filters like Gaussian, wiener, 
and median. By applying the filters, clarity in the image is 
increased. Then features are extracted by LBP and the best 
features are selected by FOA. These optimized features are 
given as input to the classifiers namely KNN, NB, and RF. 
These classifiers are evaluated by using the performance 
measures like sensitivity, specificity, precision and f1-score 
are 94.6%, 94.8%, 94.8%, and 94.4% for the KNN classifier. 
For NB classifier these measures are 95.3%, 95.4%, 95.5%, 
and 95.8%. For RF classifier, the measures are 96.9%, 96.4%, 
96.5%, and 96.1%. Including these parameters, we have also 
calculated the accuracy of these classifiers and obtained 
them as 94.5%, 95.8%, and 96.2% for KNN, NB and RF 
respectively. These results analyze the mammogram images 
using ML algorithms and found that LBP+FOA+RF shows 
better results than compared to other classifiers. In future, 
we apply our proposed methodology to detect another type 
of cancers and also decided to use deep learning techniques.
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