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INTRODUCTION

Artificial neural networks with more than two hidden layers 
are called a deep neural network. Deep neural networks have 
various architectures depending on their types of connections 
between layers or operations performed in a layer or unit types 
in a layer. For example, a multi-layer perceptron has feed-for-
ward connections while a Recurrent Neural Network (RNN) 
has recurrent connections which provide previous signals to 
be processed along with the current signal during the train-
ing. A Convolution Neural Network (CNN) has convolution 
layers, performing Convolution between input data and a se-
ries of feature detectors. On the other hand, a Deep Belief Net 
(DBN) has stochastic units and connections between layers 
are directed from the top layer to the bottom layer.1-3

These networks have been applied to a range of problems 
from image analysis to language processing. Deep learning 
has been found very successful at image segmentation, with 
very extensive examples of object, human or semantic seg-
mentation in natural image.1 To date, there have been limited 
attempts at organ segmentation in medical images, such as 

brain part segmentation from MRI images and cell segmenta-
tion from microscopy.2,3 Applications of deep networks to reti-
nal vessel segmentation have also started to appear in recent 
years.3 One key advantage of using a deep network in medical 
image segmentation can be the adaptation of the method to 
segment new data, acquired by a different acquisition system, 
by only retraining the network. In contrast, traditional meth-
ods require the adaptation for the segmentation of new data, 
often entailing the redesign of features according to the new 
dataset or searching for optimum parameters. On the other 
hand, the training of a deep network can be challenging in 
terms of collecting large amounts of labelled data, and this can 
be viewed as the biggest disadvantage of this method.4-6

MATERIALS AND METHODS 

DataSet Used
We have used a clinical dataset obtained from Dr.Ramesh’s 
Super Eye Care & Laser Center, which contains 1800 images, 
for diabetic Retinopathy.
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ABSTRACT
Introduction: The segmentation of retinal blood vessel now a day is one of the most important factors which decides the per-
formance of a Computer-aided design (CAD) based system. Segmentation is the process of extracting the region of interest i.e. 
the disease in the image. The boundaries of retinal blood vessels need to be segmented accurately as an eye surgeon cannot 
be able to predict the area of disease in case segmentation not done accurately. 
Objective: This proposed method aims to segment retinal blood vessels using morphological operation which robustly extract 
the feature. The final image is obtained by using distance-based clustering.
Results: The proposed method had shown an accuracy of more than 98.15% and the images are enhanced as the peak signal 
to noise ratio (PSNR) value is more than 50.
Conclusion: The proposed method is efficient in contrast with various existing techniques.
Key Words: Segmentation, Clustering, Morphological, PSNR, MSE, Accuracy
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Algorithm for Proposed Method
(Cross Modality for feature extraction)

Step 1: START

read_image (I) Retinal Image ε (D,N,M)

I  exp (I)

Step 2: Initialize Population  P

For ∀ p generate N feasible solutions for Ii

Step 3: Compute mean (I (Ii) for I ε N

Loop 

for  i=1 to N Selection

Select the best two from the population (I1 
´, I2 ´)

Crossover and Mutation ∀ I

I[I features ]

Step 4: Set I K-classifier 

Define Hyperparamter or Set C= empty

Step 5: Divide all pixels with equal distribution 

for fold Ki-in K-fold

a) Set Ki as the test set
b) Do distance computation and features selection ∀ I in 

the loop
c) Loop whilceKfold ≠ NULL
Set Kfold K-2 fold
Evaluate Model performance 
Compute PSNR  MSE ε I
End.7,8 

In this current work, the cross-modality learning approach 
is explored for vessel segmentation because it considers the 
solidarity of label pixels from the same class during the seg-
mentation. Also, this approach suits the nature of the problem 
as explained below. Fundus image patches can be viewed as 
noisy versions of vessel masks. Figure 1 shows a fundus im-
age patch and its possible vessel mask. 

Figure 1: A fundus image patch in the left and its vessel map 
in the right.

As seen from the figure, the relation between these fundus 
image patches and their vessel masks is not so complicated, 

when compared with the relation between the samples of au-
dio and video data in previous applications of cross-modality 
learning.9,10 In an unrealistic case, even a linear mapping be-
tween fundus images and their vessel maps can be possible if 
the noise level is really low, virtually zero, for fundus imag-
es. Because of this similarity, a shared representation learned 
between fundus images and their vessel masks can react to 
the characteristics of both data modalities by highlighting the 
main structures of interest, blood vessels, at the same time.11

The implementation of this approach can be achieved with 
a generative learning method, such as through using a gen-
erative morphological operation (Figure 2). Why a genera-
tive learning method is selected can be explained by two 
reasons. The first is because both generative learning and 
cross-modality learning require a good representation of the 
input data. The second is that the features learned during 
the generative training of a DBN, which can also be called 
pre-training, can be manipulated to obtain useful features for 
cross-modality learning.12

Figure 2: Proposed Method.

Morphological operations help in smoothening the images 
and extract the features from the image. The feature extrac-
tion is done to preserve the original and the true expected 
shape of the retinal blood vessel. The various operations are 
applied as dilation and erosion operations are applied togeth-
er for edge detection once the threshold is predicted dynami-
cally. The process of dilation is used to separate the pixels 
from each other. For all the clip window similar pixels the 
matrix of 1’s is formed and not none matching the matrix of 
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0’s is formed by which the boundaries can be predicted. The 
process of erosion will remove the extra boundary pixels to 
left the user with a crisp idea of the boundary and dimen-
sions. The quality of the mage will be evaluated based on 
MSE and PSNR. The MSE is the mean square error which is 
calculated by subtracting the final image from the original. 
2,13,14 The PSNR value is computed as:

 PSNR = 10log10 [I
2 / MSE] …….. (1)

where I range from 0 to 255. 

RESULTS AND DISCUSSION

In this section, the performance of the proposed network is 
evaluated on the CLINICAL dataset. After examining the 
segmentation performance of the proposed method on the 
best and the worst-case images, the performance will be 
compared with that of state of the art methods.

Table I tabulates the overall performance of the proposed 
network on the CLINICAL dataset concerning the evalu-
ation criteria. Also, the highest and lowest performances 
based on the maximum and minimum accuracies are shown. 
As understood from this Table, there is not too much differ-
ence between the performance metrics of the best and the 
worst cases based on accuracy. The proposed network ob-
tained its best and worst performances respectively on the 
19th and the 3rd images. These images were also reported as 
having the best and the worst performances in recent stud-
ies using supervised methods.7,15,16 In the Binearization of 
these vessel probability maps, the average threshold value 
was found to be 0:1305-0:0432 (average standard devia-
tion). Generated vessel probability maps and binary vessel 
maps for these images can be found by visual examination 
of Figure 3. 

Figure 3: Channel wise Segmentation.

In this Figure, the discrimination of the optic disc from 
blood vessels in both binary maps (best and worst cases) is 
performed well, despite the similarity of its border to blood 
vessels regarding contrast levels. Also, inhomogeneous 

illumination over fundus images and poor contrast of blood 
vessels do not seem to cause any disruption in the detection of 
even tiny blood vessels. On the other hand, the proposed net-
work seems to be sometimes misled by pathologies in fundus 
images and can sometimes respond to these pathologies as if 
they are a part of blood vessels. This can be observed in the 
red circular region in the binary vessel map corresponding 
to the worst case in the same figure. The proposed network 
was also seen to mistakenly respond to a fraction of cotton 
wool spots. Although these responses seem weaker than or 
almost the same as those of neighbourhood capillaries in the 
related probability map, some pathological responses appear 
in the final binary map because of a very low threshold. Also, 
readers should be aware that the CLINICAL dataset contains 
random diabetic and non-diabetic fundus images, so it can 
also be a factor affecting the performance of the network on 
pathological images. The performance of the proposed net-
work produced a larger AUC value, surpassing the perfor-
mance of another state of the art deep networks proposed.17-19 
Regarding other evaluation metrics, the performance of the 
proposed method is comparable with the performances of 
the previous methods. Among them, Author in is the clos-
est to the proposed one: both used a cross-modality learning 
approach for vasculature segmentation, and both used fully 
connected networks.20 However, the ways the methods are 
trained to vary. In the proposed network, the weights in each 
layer are initialized with weights learned with the probabil-
istic training of RBMs. However, Li et al. network is a tra-
ditional fully connected network with a modification, where 
the first layer of their network is initialized by the weights 
learned by training a de-noising autoencoder. The other two 
layers were initialized by sampling from a normal distribu-
tion. Also, the number of hidden layers used in the networks 
is different (Figure 4). 

Figure 4: Blood vessels segmentation from ground truth im-
age.



Int J Cur Res Rev   | Vol 13 • Issue 08 • April 2021 130

Kaur et al: A robust morphological deep net method for image segmentation using clustering (retinal image segmentation using deep net)

Table I: Best, the average and worst performance of 
segmentation using the proposed method on a clini-
cal dataset

AUC Accuracy Sensitivity Specificity

Mean 0.98% 0.93% 0.78% 0.98%

Max 0.98% 0.96% 0.79% 0.98%

Min 0.97% 0.94% 0.74% 0.97%

Table II: PSNR Values of proposed and existing meth-
ods
Method PSNR Value

DUNET 21 31

Median and CLAHE 22 33

Distance 23 32

Clustering 24 29

Proposed Method 52

In-vessel segmentation, recently, deep learning approaches 
have presented more successful results than other approach-
es.21 This leads me to use a deep network for vasculature 
segmentation. Although the general tendency in vasculature 
segmentation is the classification of each pixel in a fundus 
image as a vessel pixel and a non-vessel pixel, the consid-
eration of spatial connectivity of label pixels in the output 
of the network has been observed to increase segmentation 
performance. In this, the spatial connectivity of label pixels 
is considered by generating vessel masks for given input im-
age patches as a result of complying with the cross-modality 
learning approach. To improve spatial connectivity of la-
bel pixels further, the feature extraction of the proposed is 
improved with a de-noising, which was found to result in 
more probability responses to vasculature to the image back-
ground.22 Although this effect may not be considered as an 
improvement regarding segmentation, where probabilities 
over a threshold would be labelled with the same class, the 
same effect can be valuable for the robustness of the pro-
posed tracking method (Table I, II and III).

The enhanced segmentation is found to be versatile in terms 
of applicability to different tasks by slightly modifying its 
architecture and without significantly changing the way of 
training the network. When it is used as it is, the network 
performed comparable or better on the segmentation of low-
resolution images, when compared with similar methods.23 

Table III: Performance of Segmentation on used 
Clinical Dataset22,23

Category Accuracy

Matched 94.84%

Filter 93.41%

Category Accuracy

Adaptive 93.79%

Multiscale 92.90%

Pattern classification 94.79%

Filter Based Method 95.28%

Image Features Based 94.88%

Proposed Method 98.15%

CONCLUSION

As day by day, the number of patients and the necessity of 
vessel segmentation is increasing. The main reason is to ex-
actly segment the boundaries of the disease to act and treat 
the patient properly. The segmentation of the blood vessels 
is done using the RGB separation initially and converting 
the image in greyscale. The morphological operations are 
applied to the images to extract the features by which our 
proposed robust method will segment the retinal blood ves-
sels accurately. The distance-based clustering is used to clas-
sify the pixels according to their position, area and intensity 
to allocate each pixel in the correct cluster. The proposed 
method had shown an accuracy of more than 98.15% and the 
images are enhanced as the PSNR value is more than 50. The 
proposed method is efficient in contrast with various exist-
ing techniques. In future, the authors can classify the images 
based on the segmented retinal blood vessels images. 
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