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ABSTRACT

Introduction: In recent years, neural system study has become a fruitful approach in diagnosing neurological diseases. Brain signals being at very low potentials pose a difficulty to study them. Fault analysis of those signals may lead to improper diagnosis of the diseases. So, amplification of the brain signal is required. The amplified signal is prone to noise.

Objective: To meet the limitations of the neural acquisition system a novel design for ultra-low noise neural recording amplifier is discussed in this paper.

Methods: Characterization of transistors is the technique used to design the amplifier. The amplifier is designed in a standard 0.18µm Complementary metal oxide semiconductor process (CMOS).

Results: The amplifier achieved a gain of 43.6dB with a total power consumption of 26.29µW and input-referred noise of 313.6pVrms.
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INTRODUCTION

Ease of recognition of neural syndrome is made possible by following the procedural and standard methods such as cortical stimulation or transcranial stimulation. Similar to pacemakers the cortical simulation is nothing but the insertion of electrodes into the cortical areas of the brain which is in contrast to the deep brain stimulation which inserts the electrodes into deeper parts of the brain. But the transcranial stimulation just collects the neural information through the electrodes implanted of the scalp. All these approaches can be used to assist with the recovery of patients who suffered from motor neuron syndromes and neurological defaults. And these approaches also help paralyzed patient move a computer cursor by thoughts alone. But these approaches are limited to large equipment so a modern approach is made into practice which overcomes the limitation of cortical stimulation. The modern technique is nothing but the implantation of chip/IC into the cortical areas of the brain. The chip/IC implanted is nothing but the neural recoding IC. The critical part of the neural recording IC is the neural recording amplifier (NRA) which is solely responsible for the ease of analysis of neural signals. The main aim of the neural recording amplifier is to strengthen the neural signal which is at a low potential to ease the analysis.

The setup of the implantable neural acquisition system is shown in figure1. The system consists of an internal unit and an external unit. The internal unit consists of a front-end processing stage that amplifies and digitizes neural signals from recording electrodes. The digitized neural data from the front-end processing stage is then processed by a digital signal processing module on the internal unit before the processed neural data is transmitted to the external unit via a wireless data telemetry system. The external unit receives the neural data and relays it to a remote device such as a computer. Due to the stringent requirement of less noise in the signal the goal of the paper is to decrease the noise. Chopper stabilization is a technique used to reduce the flicker noise components in the amplifier at low frequencies but it requires additional circuitry. Additional circuitry increases the area and also increases power consumption. The chopper
technique also reduces the input impedance which leads to attenuation of the input neural signal.\(^{10}\) P-type metal oxide semiconductors are responsible for reducing flicker noise.\(^{11}\) So, the differential pair used in the design is a p-type metal oxide semiconductor. As the neural acquisition system is to be operated at low potentials, due to decrease in supply voltage power consumption will be increased.\(^{12}\) So noise power trade off is maintained in the circuits designed nowadays. The presented work outperformed the previous work in terms of noise-power trade-off.

**MATERIAL AND METHODS**

Amplification plays a major role in the analysis of the neural signal because the original signal occurs at a very low potential and small frequency. So, the proper choice of amplifier is to be done to achieve the design requirements. Amongst the variety of amplifiers available Operational Trans-conductance Amplifier (OTA) best suited for the neural signal analysis because the circuit can be stabilized or controlled by the input bias current. By this, it best fits the applications it is designed for. An Operational Transconductance Amplifier is a differential amplifier whose output current is controlled by input voltage sources. Thus, it is also called a voltage-controlled current source. Thus, the OTA amplifies the neural signal which is suitable for diagnosis. Even though the required amplification is achieved there may be some loss of information or adding additional information which may lead to errors in the diagnosis. So, not only the selection of amplifiers, the configuration of the amplifier must be done efficiently. So, a Bandpass filter (BPF) is integrated along with the designed OTA so that the loss or gain of erroneous information will not affect the original signal. The Bandpass filter is also used to adjust the neural signal between respective frequencies, which may be very helpful during the reverse treatment. The schematic of the overall neural amplifier is shown in figure 2. The design procedure of the OTA and the Band Pass Filter is altered to achieve more effective results. The design procedure is explained in the preceding section.

The circuit schematic of the OTA is shown in figure 3.\(^{13}\) The OTA consists of 18 transistors and each transistor has its importance which contributes to the overall gain of the amplifier. Overall transistor sizing and circuit modelling are based on the transconductance and bias current of the circuit. The gain and transconductance are related as

\[
g_m = 2\pi f_{UG} C_L
\]

Where \(f_{UG}\) is the unity-gain bandwidth and \(C_L\) is the load capacitance.

\(f_{UG}\) (unity-gain bandwidth): The closed-loop gain and unity-gain bandwidth is related as

\[
f_{UG} = k A_{CL} f_r
\]

where \(A_{CL}\) is the closed-loop gain and its value is 20dB and the value of \(k\) is chosen to be 2. \(f_r\) is the frequency of the input signal and the input signal range of bandwidth is 5.32kHz.

\(C_L\) (load capacitance): The load capacitance is placed to insert a pole in the frequency response, which is due to the resistor-capacitor combination at the output of the amplifier. The resistor mentioned here is a virtual resistance shown by the amplifier at the output. Here we assumed a large value of capacitance i.e., 1nF. Considering all these the transconductance of the amplifier is obtained to be 251uS.

**Characterization of the transistors**

Characterizing is done to know the unknown parameter by considering a key parameter as a reference, here transconductance is considered as the reference. In our design length is fixed to 1µm. The combination of \(M_1\) and \(M_2\) is said to be a differential pair. These are constructed using P-type Metal Oxide Semiconductor transistors. PMOS is responsible to eliminate flicker noise (1/f noise). The width of the transistor is obtained to be 9µm. \(M_3\) and \(M_4\) merely act as resistors so the width is the same as that of differential pair. \(M_5\) and \(M_6\) act as tail transistors so current is divided equally among them and thereby the widths of these transistors are same, and these are again characterized using above procedure.

The current flowing from \(I_{bias}\) to the current source is the same as that of \(M_{21}\) and \(M_{22}\). Current flowing in \(M_{31}\) and \(M_{32}\) is twice as that of current in differential pair. The transistors \(M_1, M_3, M_4, M_{10}, M_{11}, M_{12}\) form the second stage and thus the \(g_m\), for this is again 251uS and the respective widths are obtained. The widths and lengths of all the transistors obtained by characterization are shown in Table 1.

From table 1, it is clear that all the transistors are in the saturation region. On setting the width of transistors as in the above table, the gain obtained is 53.2dB. The power consumption is 26.295uW. As discussed earlier to reduce the noise a BPF is integrated into the designed OTA to limit the noise. The BPF not only limits the noise but is also used to maintain the neural signal bandwidth.

**RESULTS AND DISCUSSION**

The BPF is integrated as the closed-loop configuration to the OTA. After integrating the BPF noise is reduced to the greater extents. The transistors used in the feedback path act as high pass filters and the transistors used at the input side act as low pass filters. The noise after using a BPF is 313.9pVrms. The power remains the same because bandpass filter transistors operate in the sub-threshold region and do not consume much power.

In the above graph, the first signal is the output voltage and the second signal is the power signal. For the voltage graph,
the X-axis is time (ms) and the Y-axis is voltage (V). For the power graph, the X-axis is time (ms) and the Y-axis is watts (mW). Figure 4 displays the transient response of the designed OTA with BPF, which shows the potential of the output signal and the power consumption. The gain of the amplifier with BPF was observed to be 43.9 dB.

In figure 5, the first graph is the phase graph and the below shows the gain graph. The X and Y-axes for the phase graph is time (ms) and degrees respectively. The X and Y-axes for the gain graph is time (ms) and gain in dB respectively. The input-referred noise of the OTA with BPF is 313.6 pV $\text{rms}$. The noise analysis is shown in figure 6. Here, the X-axis is the frequency in hertz and the Y-axis is the noise factor.

**CONCLUSION**

Thus, the limitation to cortical stimulation is solved by using neural recording IC, and an effective way to design a low-noise neural amplifier (the major part of neural recording IC) is discussed. The circuit parameters are modelled accordingly and a noise power trade-off is also maintained. The optimized design is applied to achieve the required gain by modelling transconductance. The high noise immunity is obtained by using a BPF and also the signal obtained is in the range of Local Field Potential frequencies. The overall gain of the neural recording amplifier obtained is 43.9 dB with a power consumption of 26.29 $\mu$W and the input-referred noise obtained is 313.6 pV $\text{rms}$.
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Table 1: Operating regions and parameters of transistors in the OTA

<table>
<thead>
<tr>
<th>TRANSISTORS</th>
<th>WIDTH (W)</th>
<th>Operating region</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1, M_3$</td>
<td>9u</td>
<td>Saturation</td>
</tr>
<tr>
<td>$M_1, M_2$</td>
<td>9u</td>
<td>Saturation</td>
</tr>
<tr>
<td>$M_1, M_3$</td>
<td>1.5u</td>
<td>Saturation</td>
</tr>
<tr>
<td>$M_1, M_2$</td>
<td>1u</td>
<td>Saturation</td>
</tr>
<tr>
<td>$M_1, M_2$</td>
<td>1u</td>
<td>Saturation</td>
</tr>
<tr>
<td>$M_1, M_2$</td>
<td>1u</td>
<td>Saturation</td>
</tr>
</tbody>
</table>

Figure 1: Neural Recording System.

Figure 2: Overall schematic of neural amplifier.

Figure 3: Circuit schematic of OTA.

Figure 4: Transient Analyses.

Figure 5: Magnitude Response.

Figure 6: Noise Analysis.