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INTRODUCTION

At the end of 2019, a new coronavirus called Corona-virus 
Disease 2019 (COVID-19) has appeared in Wuhan city in 
China. Recently, the COVID-1 is flagged as a pandemic by 
the World Health Organization on March 11th, after over-
passing 118,0 0 0 cases in over 110 countries at that time. 
This virus has exponentially spread all over the world and 
deeply affected healthcare systems in many countries, such 
as Italy, Spain, France, and the United States, India. The in-
creased demand for healthcare resources generated a  large 
number of patients lead to hospital resources shortages 
and intensified situations in hospitals. Accurately mod-
elling and forecasting the spread of confirmed COVID-19 

new cases is vital to understand and help decision-makers 
to slow down its impact of spreading. Currently COV-
ID-19 pandemic is one of the most serious diseases con-
fronting our world because of its highly negative effects on 
health over a large number of people.1 Its impact is noticea-
ble on sensitive populations, including the aged and peoples 
with chronic health conditions, such as asthmatics. Hence, it 
becomes a multidisciplinary issue that involves both the 
epidemiological experts, pharmaceutical industry, special-
ists in modelling diagnosis systems. There have been many 
modelling approaches presented by researchers for different 
regions like India1, Pakistan, USA, China, Italy and other 
countries. Different studies have been carried out using time 
series forecasting models like ARIMA2-4 and Exponential 
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ABSTRACT
Introduction: The novel coronavirus (COVID-19) has significantly spread over the world and impacted with new challenges to 
the research community. Although governments initiated numerous containment and social distancing measures all over the 
world, the need for healthcare resources has dramatically increased and the effective management of infected patients becomes 
a challenging task for healthcare centres. 
Objective: Thus, the objective of the research is to find the accurate short-term forecasting of the number of new confirmed 
covid-19 positive cases is important for optimizing the available resources and slowing down the progression of COVID-19. 
Recently, various methods like machine learning models and other algorithms demonstrated important improvements when 
handling time-series data in various applications. 
Methods: This paper presents a comparative study of different machine learning methods and models to forecast the num-
ber of new cases. Specifically, Long short-term memory (LSTM), Autoregressive Integrated Moving Average (ARIMA), Holt’s 
Linear forecasting model, Exponential smoothing and Moving-average model algorithms have been applied for forecasting of 
COVID-19 cases based on data set. 
Result: Results were analysed using various parameters like Root Mean Square Error, Mean Absolute Error, Mean Absolute 
Percentage Error, Error Vector Magnitude  Root Mean Square Logarithmic Error. 
Conclusion: As a conclusion, compared to other models, Long Short TermModel predicted better forecasting and gives the best 
performance in terms of different parameters.
Key Words: Data-driven, Deep learning, COVID-19 Forecasting, Long short-term memory, Moving average, Exponential smooth-
ing, Holts forecasting model
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Smoothing. This paper is within the field of modelling and 
forecasting of COVID-19 time-series data in which differ-
ent approaches for forecasting the time series of upcoming 
dates is carried out and compared for different algorithms 
such as Long short-term memory (LSTM).5 Autoregressive 
Integrated Moving Average (ARIMA), Holt’s Linear fore-
casting model.7 Exponential smoothing and Moving-aver-
age model algorithms. All of the mentioned algorithms are 
trained and tested on the covid-19 dataset collected from 
Kaggle 2020 and CORD. The collected data is preprocessed 
and modelled before applying it to the different algorithms 
to get the predictions more accurately. It is very useful to 
forecast the number of Covid-19 cases so that resources in the 
hospital can be optimally managed, which in turn saves the 
many infected patients. Recently, machine learning and deep 
learning have emerged as a promising field of research in a 
wide range of applications, both in academia and industry.7,8

The first 100 days: Modeling the evolution of 
the COVID-19 pandemic
This paper features an analytical model for modelling the 
evolution of the 2020 COVID-19 pandemic. The model fea-
tured is based on the numerical solution of the widely used 
Susceptible-Infectious-Removed (SIR) populations model 
for describing epidemics. An expanded version of the 
original Kermack McKendrick Model is considered, which 
includes a decaying value of the parameter (the effective 
contact rate), interpreted as an effect of externally imposed 
conditions, to which it referred as the forced-SIR (FSIR) 
model. The proposed model contains 3 adjustable param-
eters which are obtained by fitting actual data (up to April 28, 
2020). The results are analysed results to infer the physical 
meaning of the parameters involved. The model relies on 
only three parameters all of which are obtained by directly 
fitting the reported data of daily populations of infected in-
dividuals. The model is used to make predictions about the 
total expected number of infections in each country as well 
as the date when the number of infections will have reached 
99% of this total. We also compare key findings of the 
model with recently reported results on the high contagious-
ness and rapid spread of the disease.9,10

As a model of simple SIR type, it does not take into 
consideration age, gender, spatial position or any other 
factors. It assumes homogeneous mixing, that is, individu-
als make contact at random, the transmission and recovery 
rates are positive and the same for all individuals, there is 
no vaccine available, the total population size is constant 
and large, and any recovered person obtains permanent 
immunity. It can also be estimated as to how each country 
has been affected, describing the severity of the situation. 
The model has certain limitations, such as not being able to 
make any predictions about the mortality rate, and restricting 
the compartmentalization of the population in only 3 classes 
(S, I, R).

Deep learning methods for forecasting COV-
ID-19 time-Series data: A Comparative study
This paper depicts the analysis of various deep learning meth-
ods to predict the number of new cases and recovered cases 
of Covid-19. Uni-variate time series data of daily confirmed 
and recovered cases from 6 countries Italy, Spain, France, 
the USA, China, and Australia was the sector of focus. Each 
model was first trained with training measurements and 
then each variable was predicted using the training models 
for the unseen testing dataset. The training data consist of 
univariate time series data of confirmed and recovered cases 
from January 22, 2020, through May 31, 2020. It was found 
that RNN is relatively faster than the other models followed 
by GRU. This is mainly because the RNN is a simple model 
and the GRU use directly all hidden states without control 
and presents fewer computational parameters compared to 
LSTM, Bi-LSTM and VAE. The method VAE provides bet-
ter forecasting of COVID-19 confirmed cases in comparison 
to the other considered models for almost all considered 
countries. The VAE model outperformed the other models by 
providing good forecasting performance with lower RMSE, 
MAE, MAPE and RMSLE, and EV values. This fact is 
maybe due to the capacity of the VAE in dealing with small 
data compared to the other recurrent models (RNN, LSTM, 
Bi-LSTM, and GRU) which may need more lengthy data 
to extract relevant variability in time series data. On the oth-
er hand, RNN and its improved versions LSTM, BiLSTM, 
and GRU provide relatively moderate forecasting perfor-
mance in terms of the evaluation metrics (RMSE, RMSE, 
MAPE, and RMSEL) and perform very poorly in terms 
of explained variance. This may be explained by the lack 
of a good amount of training data needed to capture the 
COVID-19 data dynamics. The VAE can capture almost all 
variability in data and provide more accurate forecasting 
in comparison to the other RNN-based models. All other 
models perform moderate forecasting performance in terms 
of RMSE, MAE, MAPE, and RMSLE and show poor per-
formance in terms of explained variance. This is maybe due 
to their need for more data in the training to capture the 
dynamics of COVID-19. The worst model is RNN because 
of its simplicity and followed by its extended versions of 
LSTM, Bi-LSTM, and GRU models.11,12

MATERIALS AND METHOS

Algorithms and Models

1) Long short-term memory (LSTM)
Long Short_Term Memory is a kind of Artificial Recurrent 
Neural Network (RNN) architecture and it has a feedback 
connection. The gate structure of the LSTM is given in 
Equation 1. It will process the images, speech and video. 
Example task of LSTM is unsegmented, handwriting rec-
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ognition, speech recognition, traffic detection and Intrusion 
detection systems.4-8

Eq. 1: LSTM gates.

2) Autoregressive Integrated Moving Average 
(ARIMA) model
Box and Jenkins popularized a method that combines both 
autoregressive (AR) and moving average (MA) models. An 
ARMA (p,q) model is a combination of AR(p) and MA(q) 
models and is best used for univariate time series modelling. 
In the AR(p) model, the future value of a variable is as-
sumed to be dependent upon a linear combination of p past 
observations and a random error term.

Autoregressive integrated moving average (ARIMA) mod-
els were popularized by Box and Jenkins (1970 ARIMA 
model is a mixture of autoregression (AR) and Moving Aver-
age (MA) models which use the autocorrelation of the time 
series data.  It is also used to find the changes that happened 
in the stationary data. ARIMA(p,d,q) is a times series model 
function that contains p as autoregression, d is the degree of 
difference and q is the number of moving average represented 
in Equation 2.13,14

Eq. 2: ARIMA model.

ARIMA model follows a Box-Jenkins approach where 
changes in the stationary models are accessed using informa-
tion criteria and autocorrelation. It also supports the latent 
variable estimates and autocorrelation residuals. Once it’s 

good, it can be used for retrospection and forecasting.15

3) Exponential smoothing
The exponential smoothing method uses a different type 
of “smoothing” which differs from average smoothing. 
The previous time steps are exponentially weighted and add-
ed up to generate the forecast. The weights decay as we move 
further backwards in time. The model can be summarized in 
Equation 3 as follows:

Eq. 3: Exponential smoothing.

In the above equations, α is the smoothing parameter. The 
forecast yt+1 is a weighted average of all the observations 
in the series y1, …, it. The rate at which the weights decay 
is controlled by the parameter α. This method gives differ-
ent weightage to different time steps, instead of giving the 
same weightage to all-time steps (like the moving average 
method). This ensures that recent cases data is given more 
importance than old cases data while making the forecast.16

4) Holt’s linear model
Holt’s linear is completely different from the first two meth-
ods. Holt’s linear attempts to capture the high-level trends in 
the time series data and fits the data with a straight line. The 
method can be summarized in Equation 4.Forecast, level, 
and trend equations respectively

Eq. 4: Holt’s Linear.

In the above equations, αand β are constants that can be con-
figured. The values lt and bt represent the level and trend 
values respectively. The trend value is the slope of the lin-
ear forecast function and the level value is the y-intercept 
of the linear forecast function. The slope and y-intercept 
values are continuously updated using the second and third 
update equations. Finally, the slope and y-intercept are used 
to calculate the forecast yt+h (in Equation 1), which is h time 
steps ahead of the current time step.17

5) Moving average Algorithm
The moving average method is more complex than the naive 
approach. It calculates the mean sales over the previous 30 
days and forecasts that as the next day’s sales. This method 
considers the previous 30 timesteps, and is, therefore, less 
prone to short term fluctuations than the naive approach. The 
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model can be summarized in Equation 5:

Eq. 5: Moving average.

In the above equation, yt+1 is tomorrow’s sales. On the 
right-hand side, all the sales for the previous 30 days are 
added up and divided by 30 to find the average. This forms 
the model’s prediction, yt+1.18

Figure 1: Conceptual framework of the proposed forecasting 
methods.

The COVID-19 forecasting has been done in two main 
stages as shown in Figure 1. training and testing. In the first 
stage, the raw data is preprocessed and standardized and 
then it is used to construct the deep learning model. The val-
ues of parameters of machine learning models are selected 
such that the loss function is minimized during the training. 
Here, Adam optimizer is used for this purpose. After that, 
in the testing stage, the previously constructed models with 
the selected parameters are used to forecast the number 
of COVID-19 cases. Then a proper forecasting and graphi-
cal representation are proposed as shown in Figure 1 and 
the model is evaluated. The accuracy of the model will be 
verified by comparing the measured data with real data via 
different statistical indicators.18

RESULTS AND DISCUSSION

Data Description
The COVID-19 disease was reported by the WHO in around 
210 countries and territories worldwide.5 In particular, many 
countries of Europe and North America suffer from a large 
COVID-19 outbreak. The role of large air traffic between 
Asia, North America, and Europe has significantly facilitat-

ed the propagation of COVID- 19 from its origin to the other 
infected countries; person-to-person spread was subsequent-
ly reported among close contacts of returned travellers. The 
total number of confirmed cases, deaths in India concerning 
dates are given the Figure 2. Covid-19 open Research Data-
set created by the White House and various research groups 
contains 200,000 articles with 100,000 full texts describing 
the COVID-19, SARS-CoV-2, and coronaviruses. Various 
Analysis can be done on this open-source dataset with help 
of Natural Language Processing and Artificial Intelligence 
Techniques. These techniques are the evergreen methods 
used in the medical field.

Figure 2: Covid-19 Dataset representation.

Data analysis and modelling
The gathered data is preprocessed and the daily new cases 
column is being separated from others and given as an input 
to the different models with dates included every model is 
tested and results are produced for comparison such as Vis-
ible units, Latent dimensions, Learning rate, Training epochs 
etc. Figure 3 displays the evolutions of the loss function as a 
function of the number of epochs in LSTM, ARIMA, Mov-
ing Average, Holt’s Linear model and Exponential Smooth-
ing during the training stage. It can be seen that the three 
models (LSTM and ARIMA) converge very quickly and 
the Moving Average model is comparatively faster than the 
other models. This is mainly because there are less internal 
and external computations in the Moving average Model.11-14

Forecasting Results
Each model is trained with the training measurements. 
Then, forecast each variable using the trained models for 
the unseen testing dataset. The training data consist of uni-
variate time series data of confirmed and recovered cases 
from January 22, 2020, through May 31, 2020. Here, the 
challenge in this study is to investigate the performance 
of these five models in the presence of relatively small data 
as shown in Figure 4. Parameters and settings of the con-
structed LSTM, ARIMA, MA, ES and HL models based on 
training datasets are presented in Table 1.13,14
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Figure 3: Convergence of the loss function of Moving Aver-
age (MA), Long short-term memory (LSTM), Autoregressive 
Integrated Moving Average (ARIMA), Exponential Smoothing 
(ES), Holt’s Linear (HL) models during the training stage.

Figure 4: A. Covid-19 forecasting representation of moving 
average, B. Covid-19 forecasting representation of Hold Lin-
ear, C. Covid-19 forecasting representation of Exponential 
smooting, D. COVID-19 forecasting representations of LSTM 
and E. COVID-19 forecasting representations of ARIMA.

Table 1: Parameters settings of studied approaches
Models Parameters Value

LSTM Learning rate 0.0005

Timestep 05

Training epochs 16

Hidden units 1000

Layers 02

ARIMA Learning rate 0.0005

Timestep 05

Features 01

Training epochs 1000

Hidden units 16

Moving Average Learning rate 0.0005

Timestep 05

Features 01

Training epochs 1000

Hidden units 16

Exponential 
Smoothing

Learning rate 0.0005

Timestep 05

Features 01

Training epochs 1000

Hidden units 16

Holt’s Linear Learning rate 0.0005

Timestep 05

Features 01

Training epochs 1000

Hidden units 16

Now, the forecasting quality of the previously designed 
models will be verified using unseen testing data. The test-
ing data consists of confirmed and recovered COVID-19 
new cases recorded from 1st June to 7th June 2020. After 
testing each mode’s different validation metrics such as 
RMSE, MAE, MAPE, EV and RMSLE values are calcu-
lated presented in Table 2.

Table 2: Validation Metrics for confirmed cases COV-
ID19 forecasting using LSTM, ARIMA, Moving Aver-
age, Holt’s Linear and Exponential Smoothing models
Model RMSE MAE MAPE EV RMSLE

LSTM 2,103,966 2,150,293 13,337 0779 00164

ARIMA 3,002,053 3,021,335 22,049 0002 00701

Moving 
Average

3,892,321 3,882,867 22,689 0017 00707

Exponential 
Smoothing

4,001,709 3,950,391 23,738 0103 00752

Holt’s Linear 3,887,026 3,821,325 22,849 0002 00703

From Table 2 it can be seen that the LSTM model per-
formed best among other considered models by providing 
better forecasting performance with lower RMSE, MAE, 
MAPE, RMLSE and EV values closer to 1 representing 
most of the variance in the data. The LSTM can catch al-
most all variability in data and provide more accurate fore-
casting in comparison to the other models considered for 
this study. All other models perform moderate forecast-
ing performance in terms of RMSE, MAE, MAPE, and 
RMSLE and showed bad performance in terms of explained 
variance. The cause can be their need for more data in the 
training to collect the variability and dynamics of COV-
ID-19. The worst model is Exponential Smoothing because 
of its simplicity and less accurate distinctions.12-14

Table 1: (Continued)
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CONCLUSION

The COVID-19 pandemic is exponentially spreading still 
in the world, and impacted the healthcare reach due to 
over increase in the number of patients in the hospital hence 
forecasting the number of new confirmed cases might help 
in preparing the hospitals to get facilities to accommo-
date and get resources for incoming patients. Overall this 
study provided a comparison between different approaches 
and models to forecast the time series of COVID-19 new 
confirmed cases each day. In this study different machine 
learning and deep learning models have been applied such 
as LSTM, ARIMA, Moving average, Exponential smooth-
ing and Holt’s Linear model applied to the real-time dataset 
of the daily COVID-19 confirmed cases. Seven days-ahead 
forecasts are provided based on historical data of 148 days 
since January 22, 2020, for the world. The performance of 
each model has been evaluated in terms of Root Mean Square 
Error, Mean Absolute Error, Mean Absolute Percentage Er-
ror, Error Vector Magnitude  Root Mean Square Logarith-
mic Error. Results demonstrate that t h e  LSTM model 
predicted better forecasting in comparison to all considered 
time-series forecasting models.
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