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INTRODUCTION

Most of the women in India are dying due to breast cancer 
(BC), which can be detected by a method called screening. 
The symptoms for BC are 1. Nipple discharge 2. Change 
in the shape and size of the breast 3. Redness 4. Swell-
ing. Not all lumps will lead to BC. Calcium deposits pre-
sent in the breast are called microcalcifications which may 
lead to Breast Cancer.1 According to IARC (International 
Agency for Research on Cancer), breast cancer is present in 
2,088,849 women.2 Diagnosing this cancer cell is difficult 
process.3 Breast Cancer screening can be done in many ways 
like X-ray (mammograms), PET (Positron Emission Tomog-
raphy), ultrasound, MRI (Magnetic Resonance Imaging) 
and CT-Scan (computed tomography), Thermogram imag-
ing. Among all these methods, mammogram imaging is an 
efficient and less cost technique. Different temperatures are 
required for different imaging techniques. But, the accurate 
prediction was not possible because of human fatigue and 

habituation.4,5 This paper is organized as follows: literature 
survey is in section 2, image dataset is discussed in section 
3, our proposed methodology is discussed in section 4, the 
experimental results are discussed in section 5 and the con-
clusion is given in section 6.

The authors discussed that there are several feature extrac-
tion techniques are available in medical image processing.6 
Among these techniques, the authors used one mostly used 
technique called shape-based feature extraction. The shape 
of an image includes two properties such as boundary-based 
and region-based and they concluded that the features are 
depending on the segmented images. The features has been 
extracted based on texture.7 There are many numbers of fea-
ture extraction techniques are present. In their paper, they 
have used Grey-Level Co-occurrence Matrix (GLCM). 

A private dataset taken from Bethezata General Hospital and 
a Mammographic Image Analysis Society (MIAS) database 
which is publicly available.8 Gray Level Co-occurrence Matrix 
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ABSTRACT
Introduction: Most Indian women are suffering from Breast Cancer. The simple and efficient screening used for Breast Cancer 
(BC) is Mammograms. Mammogram images are used to detect BC in the early stages. 
Objective: The main objective of our research is to detect the BC in early stages using Gray Level Co-occurrence Matrix 
(GLCM) with Machine Learning Algorithms. 
Methods: Our proposed system is a two-step process which includes feature extraction and classification. Features are extract-
ed from the Mammographic Image Analysis Society (MIAS) database by using a texture-based descriptor called GLCM. These 
features are passed to classifiers called K-Nearest Neighbor (KNN), Random Forest (RF) and Gradient Boosting by considering 
30% as testing data size. 
Results: The experiments are done as follows: GLCM+RF, GLCM+KNN and GLCM+ Gradient Boosting and the performance of 
these classifiers are calculated by finding accuracy metric. 
Conclusion: The conclusion is that GLCM features with KNN classifier give better results than other classifiers.
Key Words: Breast cancer, Screening, Mammograms, Gray Level Co-occurrence Matrix, K-Nearest Neighbor
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(GLCM) and Gabor filters are used for feature extraction and 
also they have used Convolutional Neural Network (CNN). For 
classification, they have used different classification techniques 
such as K-Nearest Neighbors (KNN), Random Forest(RF), 
Support Vector Machine (SVM), Naïve Bayes and Multi-Layer 
Perceptron (MLP). Authors did the experiments with all the 
combinations and they concluded that Gabor and CNN fea-
ture with Multi-Layer Perceptron (MLP) is performed well for 
mammogram classification. The authors have used preprocess-
ing techniques and Region Of Interest (ROI) is extracted by 
using Fuzzy C-Means clustering technique and active counter 
technique.9 From this resultant ROI, mostly used texture-based 
feature extraction technique called GLCM is used. A combined 
classifier called Support Vector Machine (SVM) and KNN is 
used to classify Digital Database for Screening Mammography 
(DDSM) images and MIAS image dataset. The accuracy for 
MIAS dataset is 94% and DDSM dataset the classification ac-
curacy is 100%. 

To identify the mass as benign or malignant, shape and 
margin features has been used.10 Vector field convolution 
is applied as a segmentation technique. Texture based and 
statistical-based methods are used for feature extraction and 
these features are given as input to classifiers such as SVM 
and RF. SVM with Genetic algorithm and SVM with Parti-
cle Swarm Optimization results are compared with RF and 
concluded that RF gave better results. They have used 5-fold 
cross-validations accuracy measure. The authors concluded 
that not only shape features will give better results. These 
are combined with texture features may give better results. A 
Computer-Aided Diagnosis (CAD) system11 is to find mass-
es in the mammograms. They have experimented in 4 steps. 
They are: 1) preprocessing median filtering, homomorphic 
filtering, logarithmic transformation, region growing and 
thresholding are used. 2) Feature extraction used is Fourier 
Transform(FT) and weighted FT transform are used. 3) the 
obtained features are reduced by using Principal Component 
Analysis. The classifiers used in their research are VM and 
KNN. As a performance measure, the authors have used is 
10-fold stratified cross-validation. The authors concluded 
that SVM gave better results than compared other technique.

In medical image processing, there is the number of im-
aging techniques are available for the detection of breast 
cancer. They are: 1) Mammogram X-ray, ultrasound,2) CT-
Scan(computed tomography), 3) PET (Positron Emission 
Tomography) and 4)MRI (Magnetic Resonance Imaging). 
Among all these mammogram imaging is better for early 
detection of breast cancer. So, in our research MIAS mam-
mogram dataset is used (Mammographic Image Analysis 
Society) to classify mammograms into Benign or Malig-
nant. This dataset consists of 322 grey-scale images.12 We 
represented sample images from MIAS which is represent-
ed in Figure 1. 

Figure 1: Sample mammograms from MIAS dataset: mdb001, 
mdb015, mdb023, mdb081. Mammograms are the X-ray im-
aging modality used to detect breast cancer in early stages so 
that the patient survival rate can be increased.

MATERIALS AND METHODS

Our methodology is divided into 2 stages. They are feature 
extraction and classification. Diagrammatically it is repre-
sented in figure 2.

Figure 2: Steps in the proposed methodology. This diagram 
represents mammogram images are given as input to our sys-
tem. Then features are extracted from mammograms. These 
features are given as input to the classifier to classify the im-
age into normal or abnormal.

Feature Extraction
The Transformation of the input image into features is called 
feature extraction. Features are extracted by using feature 
extraction techniques. Features are extracted based on tex-
ture, boundary, spatial, edge, transform, colour and shape 
features.  Shape-based features are divided into the boundary 
and region-based features. Boundary features are also called 
contour-based which uses boundary segments.13 Boundary 
based features are geometrical descriptors (diameter, major 
axis, minor axis, perimeter, eccentricity and curvature), Fou-
rier descriptors and statistical descriptors (mean, variance, 
standard deviation, skew, energy and entropy).14 Region-
based features are texture features as GLCM.15

Gray Level Co-Occurrence Matrix
Texture features are playing an important role in the pre-
diction of breast cancer disease16. It is represented in the 
form of a matrix called GLCM. This Co-Occurrence Ma-
trix gives different frequencies of pixel intensities in an im-
age. These frequency values are likelihood occurrence of 
grey-level pixel intensity ‘p’(called reference pixel) in the 
neighbourhood of intensity ‘q’ (neighbour pixel) grey level 
at a distance ‘d’ in 4 directions ‘ɵ’(00,450, 900 and 1350). In 
our research, the properties considered are energy, contrast, 
correlation and homogeneity. Total 16 GLCM features are 
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considered (4 features in 4 directions). These features are 
extracted from MIAS mammogram images. The block dia-
gram is represented in 3. The images considered for our 
experiment from MIAS dataset are represented in Figure 4 
(Benign) and Figure 5 (Malignant) respectively. 

Figure 3: Block diagram of the GLCM Technique. This dia-
gram takes mammogram image as input and calculates GLCM 
properties in 4 different angles (00,450, 900 and 1350) and sta-
tistical features such as energy, homogeneity, correlation and 
contrast calculated.

Figure 4: These images are considered from benchmark data-
set called MIAS. This dataset consists of a total of 322 images 
which are taken from 161 patients. Sample images from MIAS 
database mdb018, mdb029, mdb009- Benign.

Figure 5: These images are also considered from MIAS data-
set. These are grey level images and each of size 1024 X 
1024. Sample images from MIAS database mdb013, mdb021, 
mdb063-Malignant.

GLCM properties considered for our research are as follows: 
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These features are fed to different classifiers to find the per-
formance of the proposed GLCM technique. 

CLASSIFICATION

A simple machine learning classifier KNN is used for classi-
fication of mammogram images into Benign and Malignant. 
This is not only used in medical image classification but also 
used to detect the diseases in plants to save the crops17. This 
technique finds the K-closest neighbours to the given image 
and forecasts the majority vote of classes of K-neighbors2. 
The steps applied are:

1.	 The GLCM features are given as input to KNN classi-
fier 

2.	 Initialize the value of K to 5.
3.	 For each image in the data, calculate the distance be-

tween training data and test data. 
4.	 Sort the final distances from the smallest distance to 

the largest distance.
5.	 Choose the first K-class labels from the sorted list 
6.	 Return the mode of K-labels.

The benefits of using KNN classifier are 1. It is easy to use 
and also easy to implement 2. hyperparameters used in this 
technique are less than 3. It works fast when we use small 
dataset.

RESULTS AND DISCUSSION

In the proposed methodology we considered the images from 
MIAS. These images are given as input to texture-based fea-
ture extraction technique called GLCM. The 16 features are 
represented with class labels in Table 1. This table consists 
of image number (I) from the dataset(for example I21 means 
mdb021) and features are represented as columns (F) de-
noted by F0, F1…..F15 and class labels are represented as 
follows.
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Table 1: GLCM features of MIAS dataset images mdb009, mdb021, mdb029, mdb063, mdb018, mdb013
I/F F0 F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15 Label

I9 0.27 0.27 0.27 0.27 0.55 0.55 0.60 0.58 0.94 0.94 0.95 0.94 402.60 410.14 318.92 370.04 0

I21 0.27 0.27 0.28 0.27 0.55 0.54 0.59 0.57 0.95 0.95 0.96 0.96 317.70 334.25 272.23 263.11 1

I29 0.27 0.27 0.27 0.27 0.57 0.57 0.60 0.58 0.95 0.95 0.96 0.96 310.55 335.67 264.28 283.62 0

I63 0.45 0.45 0.46 0.45 0.62 0.63 0.67 0.64 0.97 0.97 0.98 0.97 200.73 182.13 113.28 162.60 1

I18 0.52 0.52 0.53 0.52 0.72 0.73 0.78 0.75 0.97 0.98 0.99 0.97 143.37 110.15 67.19 115.68 0

I13 0.42 0.42 0.42 0.42 0.65 0.65 0.66 0.65 0.97 0.96 0.97 0.97 212.14 245.69 201.34 208.10 1

These features are given as input to KNN18 classifier with 
K=5. To classify mammograms into Benign or Malignant, 
the dataset is divided into 2 parts for experimentation. They 
are training and testing data. We have considered training 
and testing sizes at 70% and 30% respectively. To know the 
performance of the classifier we have calculated the accu-
racy.  Accuracy is the measure to find the efficiency of the 
classifier and is calculated as follows.19 

	 TPC TNCAccuracy
TPC FPC TNC FNC

+
=

+ + +
	 (5)

In the equation (5), TPC is True Positives Count, TNC is 
True Negatives Count, FPC is False Positives Count and 
FNC is False Negatives Count. By using the above equation 
(5) we have calculated accuracy for GLCM with Random 
Forest, GLCM with KNN and GLCM with Gradient Boost-
ing classifiers. The better classification accuracy is achieved 
for GLCM with KNN and it is 93%.

CONCLUSION

In our research, we have studied number of feature extrac-
tion techniques which used for mammogram classification. 
The techniques used in literature were region based, bounda-
ry based, texture based and shape based methods.  Among all 
these methods most of the researchers concluded that texture 
based feature extraction technique called GLCM gives better 
features to classify mammograms. The obtained features are 
given as input to different machine learning classifiers like 
Random Forest, KNN and Gradient Boosting. We have done 
the experiments like GLCM with Random Forest, GLCM 
with KNN and GLCM with Gradient Boosting. By observing 
all the experimental results, we concluded that GLCM with 
KNN gives better results than compared other classifiers in 
classifying the mammogram image as benign or malignant.
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