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INTRODUCTION

In the human body, the brain is the major source to manage 
all the organs, internal glands, body temperature, and breath-
ing. The brain helps self-triggering based on the surroundings 
and makes a person active. It processes a constant stream of 
sensory data, which are the stored record of every moment 
of human activity. Many researchers state that brain waves 
are collected as electrical signals.1 It is believed that the elec-
trical signals generated by the brain represent not only the 
brain function but also the status of the whole body through-
out life. This assumption motivates to apply advanced digi-
tal signal processing methods to the electroencephalogram 
(EEG) signals measured from the brain of a human subject. 
As shown in figure 1, the frontal lobe is classified as supe-

rior, middle, inferior and medial frontal gyri.  The parietal 
lobe is used for sense and navigation purpose. The occipital 
lobe is considered as a visual processing centre and temporal 
lobe is for auditory processing. The common problem identi-
fied in each lobe is complex seizure detection.2

Figure 1: Classification of brain regions.
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ABSTRACT
Introduction: This research focuses on neural networks based biological signal processing to solve the complex classification 
problems. Many types of research of classification algorithms have been published, but none has effectively focused on imple-
menting them in brain Epileptic Seizure Electroencephalography pattern analyses and lobe classification. 
Objective: To develop different autoregression feature extraction algorithms for identifying accurate features in the epileptic 
seizure EEG signals for the neural network-based classification. 
Methods: In this research, the Probabilistic Neural Network (PNN) is considered for classifying the brain tissue samples by map-
ping the input pattern to several classifications. The dataset is retrieved from the Karunya University Epileptic Seizure Database 
for verifying the experiment with 10-20 electrodes. Different mental tasks are considered here to verify the proposed Probabilistic 
Neural Network-based Epileptic Lobe Seizure classifier. 
Results: The experiments are carried out with several Auto Regression features. Further, the obtained result proves that the 
proposed PNN model has a maximum accuracy of 96.30%. 
Conclusion: This research work has aimed to design a PNN classifier for detecting Seizure by incorporating AR parametric fea-
tures. The proposed system bears the potential of providing an exact identification of faults and noise with various age criteria. 
It will help process the data in a user-friendly manner.  
Key Words: Classification, Discrete Wavelet Transform, Electroencephalography, Epileptic seizure, Probabilistic Neural Network, 
Feature extraction
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With recent advancement, diagnosing is an important factor 
that may decide the whole framework. In this research, clas-
sification is considered an important process that helps us 
to understand group seizures in various aspects. The major 
requirement of Epileptic Seizureclassification is to analyze 
patients by miscellaneous audiences (i.e., pharmacists, re-
searchers, clinicians, etc.). The classification must be taken 
care of for long-term prognosis.

The classification helps us to characterize epilepsy disorders, 
anticipate seizures, and recognize potential seizure triggers. 
Figure 2 provides the initial stages of the classification pro-
cess and its spectral analysis. 

Figure 2: Parametric approaches for feature extraction and 
classification.

New classification strategy must have a deliberate and or-
ganized process to follow a patient’s data that determine epi-
lepsy. An exact characterization of epilepsy may not only en-
hance the performance but also give a clear idea to improve 
collective research. The main objective of this research is to 
develop the optimum feature extraction algorithm to classify 
seizure disorder activities and develop optimum Probabilis-
tic Neural Network based on Parametric Features and clas-
sify the seizure disorder activities in the brain. Finally, the 
results of developed classifiers are recognized with seizure 
disorder activities.3,4,5 

This research concentrated on Parametric Features such as 
AR Burg (ARB), AR YuleWalker (ARYW), AR Covariance 
(ARC), AR Modified Covariance (ARMC), and Levinson 
Durbin Recursion (LDR), and Linear Prediction Coeffi-
cient (LPC) is analyzed with the EEG dataset considered 
from Karunya University and another open-access database. 
Further, this research is organized as follows: Section 2 pro-
vides a detailed review of the usefulness of EEG in assess-
ing neurological disorders and analyzed different statistical 
techniques based on brain-maps and some ongoing research 
activities. Different causes of epilepsy and classification are 
analyzed. Section 3 discusses the outcome of the survey and 
mentioned some exact problems in classification. Then, the 
proposed detection module with a Probabilistic Neural Net-
work (PNN) classifier is discussed in section 4. Section 5 
provides test results and its validated discussion. Finally, the 
research is summarized in section 6. 

Literature Survey
In some cases, the Second-Order Difference Plot (SODP) 
is the model used for detecting the congestive heart failure 

employing classification. Similarly, Pachori and Patidar1,6 
focussed on seizure-free classification technique applied to 
the EEG signals by combining the SODP and Intrinsic Mode 
Functions (IMFs) as a hybrid model for achieving the de-
composition module. Initially, it acquires dataset from the 
Andrzejak.7,8 The analysis is completely carried out by MAT-
LAB based on varying different ellipse area and its structure 
to find the exact classification. 

Joshi3 utilized the sample values for training the EEG sig-
nal with a Support Vector Machine (SVM). The process is 
completely admitted with two types of samples named as A 
and B. Finally, the SVM is considered for maximizing the 
boundary for those two samples to classify the ictal and sei-
zure-free structure. The normal EEG signal contains spikes 
and some sharp waves. To identify such exact patterns and 
avoid the unwanted patterns, Srinivasan4 presented a concept 
with the ANN. Subasi5 presented a dynamic wavelet network 
for detecting the non-stationary signals in EEG recorded 
wave. Here, feed-forward error-back propagation artificial 
neural network detection module is outperformed by the 
proposed wavelet detection module. Tzallas6 concentrated 
on time-frequency (t-f) analysis to achieve good localization 
effect in EEG classification. Some extension of the Fourier 
transform was carried out to measure the Power Spectrum 
Density (PSD). Mormann2,7 critically discussed seizure pre-
diction and suggested related concepts to utilize the overall 
technology. Ponten8 presented an intracerebrally recorded 
mesial temporal lobe seizure to characterize synchronization 
patterns in intracerebral EEG recordings.9

In recent days, the detection of Epileptic diseases has been 
automated. For example, an automated detection module 
framed by Dogali and Bozkurt10 detected the normal and epi-
leptic structures by analyzing the two datasets from the Uni-
versity of Bonn, Germany. Then the data reduction process 
applied by non-parametric features is handled by interfacing 
the graphical user interface module in MATLAB and test-
ed with various samples. The process is completely trained 
and classified by ANN. Patnaik and Manyam11 analyzed the 
ANN and genetic algorithm (GA) for classifying the EEG 
signal obtained from Albert-Ludwigs-University, Germany. 
They selected level 5 wavelet decomposition for initiating 
individual coefficient and windowing technique for decom-
position. The process was completely trained and tested by 
the neural network and further, it proceeded to post-classifi-
cation. If the samples were valid then the process terminated, 
else it further moved to genetic algorithm stage for computa-
tion to maximize the sensitivity.  

To identify the spectral differences in EEG signals, Sak-
kalis12 have examined mild epilepsy in children.12  It helps 
to test controlled epileptic conditions in both cases (i.e., 
nonparametric and parametric analysis). It is designed for 
maintaining the reliability in classification.  Similar to this 
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concept, Raja and Priya13,14 presented recent research in 
the diagnosis of the autism spectrum disorder with 92.69 
% classification accuracy as maximum with the utilization 
of FFNN. Later, they extended the same research with El-
man neural network and traditional Cascade forward back 
propagation neural network to improve the classification 
accuracy of the detection.15,16 Finally, they pointed out the 
best combination as ENN with AR Burg extraction with the 
maximum accuracy rate of 95.63%. Some recent research-
ers have focused on error-free EEG signal empirical mode 
decomposition and approximate entropy (ApEn) is proposed 
by Ramakrishnan and Kanagaraj17, Novel Signal Modeling 
Approach by Gupta18 and a Levenberg-Marquardt algorithm 
by Narang for epileptic seizures.19,20

Problem Statement
The existence of EEG signal processing, normalizing, classi-
fying and detection process provides the motivation to apply 
more recent concepts to provide excellent EEG signal pro-
cessing. Most of the brain signals are represented in electri-
cal characteristics. Hence, to find the exact variation in EEG 
signal a representative must understand every activity, but it 
results in some wrong interpretations. Another major limita-
tion is a misunderstanding of brain data and it may result in 
serious errors.18,19,20 The EEG signal is captured and record-
ed with the help of the electrode, but the electrode captures 
all the brain activities and its surrounding active electrical 
units. Hence, there is a need for a filtering process before 
the extraction process. In this research, an EEG analysis is 
carried out with the potential field on the scalp to classify 
the exact Epileptic seizure. From the previous research, the 
classification accuracy is reviewed and some improvement is 
suggested in the classifier stage. Hence, Probabilistic Neural 
Network-based classifier model is assumed here for training 
and classifying the EEG data.21-24 

The Proposed detection module with a Proba-
bilistic Neural Network (PNN) classifier
As shown in figure 3, the data acquisition process is carried 
out initially. The Karunya University data set is carried out 
throughout the research. It is donated with 175 epilepsy dis-
order patients’ record from the following link: (http://www.
karunya.edu/research/EEGdatabase/public/view_all.php)21 
and 71 non-epileptic seizure signal from Louis33 is used. 
The EEG data used in this work are acquired using 10-20 
electrodes, stipulated by the standard international system. 
These data have been recorded from 18 channels (16 scalp 
electrodes and 2 periocular electrodes, concerning right and 
left mastoid) at a sampling rate of 256 Hz with an analogue 
passband of 0.01 to 100 Hz. The below figure 3 shows the 
flow chart for classifying the epileptic seizure signals using 
a probabilistic neural network. 25,26

Figure 3: The proposed epileptic seizure detection flow dia-
gram.

Next process followed by data acquisition is data reduction. 
The EEG signal is processed with the help of the Discrete 
Wavelet Transform (DWT) to reduce the noise present in the 
EEG recorded signal. It is selected because it can separate 
the EEG samples into wavelets with different series and it 
can localize frequency and time. Hence, for biomedical ap-
plications and real-time applications, DWT is preferred be-
cause of its detection speed of operation and Multi-Resolu-
tion Analysis (MRA).27,28 

The feature extraction process helps to find the average ac-
curacy of the system. The following coefficients such as 
Autoregressive (AR) Burg, AR Yule-Walker method, AR 
Covariance, AR Modified Covariance, Levinson Durbin Re-
cursion, and Linear Prediction Coefficient are selected for 
verification of the extraction process. It helps to minimize 
the EEG structures and modules based on the training pro-
cess.29-32

a) AR (Autoregression) 
The autoregression model is used to reduce the least square 
model and prediction errors. The main advantage of select-
ing this module is that it remains stable while processing the 
signal. The input to this module is in the form of a column 
vector. Its parameters may be in terms of both several co-
efficient and reflection coefficients. Wright15have reviewed 
some parameter estimate error and multiple regression anal-
yses for EEG signal analysis. The AR module provides an 
alternative way of analyzing the EEG spectral properties es-
timation.33-36 

Based on the discrete linear stochastic process, it is expressed 
as, yt = µ + et +  ψ1 et-1 + ψ2 et-2 + ···

The errors are expressed as, et = yt - µ -  ψ1 et-1 - ψ2 et-2 - ··· .

Assume the stationarity model that holds for et must hold 
true for et-1 , then et-1 = yt-1 - µ -  ψ1 et-2 - ψ2 et-3 - ··· .

Finally, substitute the model for et-1 into the model for yt
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Where, y1, y2, ···, yn are the observations with a joint density 
Pr(y1, y2, ···, yn). et are the error concerning time. 

b) AR Covariance
The parameter γj is known as theauto covariance XE “autoco-
variance” at lag j.   Adding all results together, then it will be 
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Like all covariance matrices, V(y) is symmetric.  If E(yt) 
does not depend on t, which it should not with a stationary 
series, then we would ordinarily expect to find the series in 
the neighbourhood of µ. History tends to repeat itself, proba-
bilistically.37,38 

	 γj = E[(yt - µ)(yt+j - µ)].	 (4)

If γj > 0 we would expect that a higher than usual observation 
would be followed by another higher than usual observation.  
We can standardize the covariance by defining the autocor-
relation, 
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As usual, ρ0 = 1.  The structure of the autocorrelations will 
greatly help us in understating the behaviour of the series, y.  

c) AR Yule-Walker
Alkan and Yilmaz16 estimated the AR Yule walker function. 
It computes the AR parameters by forming a biased estimate 
of the signal’s autocorrelation function and solving the least 
square minimization of the forward prediction error. Here, 
the process directly depends upon the amplitude of a signal 
at a given period. The amplitude is obtained by summing 
different amplitudes of the previous samples and estimation 
error. The order of the filter directly depends on the number 
of AR coefficients. The modelling degree (p) always uses the 
Akaike Information Criteria (AIC).39,40,41 

In general, an AR model of order p can be expressed as 
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The autocorrelations and the φi are related to each other via 
what are known as the Yule-Walker Equations XE “Yule-
Walker equations”: 
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which can be used to estimate ˆ jϕ  values.  

The Yule-Walker AR methods are estimated by minimizing 
an estimate of the prediction error power.

d) AR Modified Covariance
The autoregressive modified covariance is used to estimates 
the power spectral density (PSD) of an EEG input signal. 
The main motive of this research is to minimize the forward 
and backward prediction errors in the least-squares sense. 
Finally, the estimation order parameter must be less than, or 
equal to, two-thirds of the input vector length to finalize the 
result. This process is entirely described by a linear combina-
tion of previous outputs and driving noise. It estimates the P 
coefficients, where P is the model order, by minimizing the 
forward and backward prediction errors in the least-squares 
sense.42,43

	 	 (8)

	 	 (9)

Where for   the data length is N and  is the AR coef-
ficient of the term?

e) Levinson Durbin Recursion 
It is a simple algorithm that is easy to solve; here, the system 
fork =1 and k +1 coefficients sized problems.  The first step 
carried out in Levinson Durbin Recursion is to minimize the 
error. Then the input vector and error vector are computed. 
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Compute the k values from o to m.

f) Linear Prediction Coefficient
In the autocorrelation method of linear prediction, the lin-
ear prediction coefficients are computed from the 
Bartlett-window-biased autocorrelation function. 

g) Probabilistic Neural Network algorithmic 
steps 
Step 1: Select the input layer and represent the training sam-
ples in the vector format.

Step 2: Initially, the training sample vector is transferred to 
neurons of the input layers.

	 	 (10)

Where d is the pattern vector of y and its neuron vector is . 

Step 3: Frame the connection weights between the input and 
pattern layers. 

Step 4: Establish the relationship between the initial cell 
concerning the corresponding accumulate layer.

	 	 (11)

Where Ni denotes the total subcells in the EEG samples. 

Step 5: Repeat all the steps until the remaining EEG vector 
samples. 

wm=xm (m=1,2,3,....,n).

Step 6: Compute the distances from the input vector samples 
to train the EEG input samples.

Step 7: Process the training input with the first layer and 
contribute the class of inputs based on the input probabilities. 

Step 8: Finally, an output transfer function is framed by sec-
ond layer output with the maximum probabilities and make 
the process as 1 and 0 to state the difference.

As shown in figure 4. It also stated that PNN was two lakh 
times faster than the back-propagation process. The impor-
tant aspects of selecting this PNN were its simple training 
strategy and the ability to provide instantaneous results. 44,45

After completing feature selection and extraction, the PPN 
was utilized for both training and classification. Specht9 pre-
sented the PNN by replacing the sigmoid functions. It helped 
to the analysis of nonlinear boundaries and elucidates some 
complex optimization process. The term neuron helped to 
map several classifications. Most of the real-time applica-
tions and modules preferred this algorithm to represent in-
dividual subcategories. Hence, it would be helpful to solve 

more complex optimization problems. Traditionally, many 
applications and researches proved that PNN is active and 
more accurate than the multilayer perceptron networks. PNN 
is relatively insensitive to outliers and results on the predict-
ed target.32,33

Figure 4: Structure of PNN.

RESULTS AND DISCUSSION

As shown in figure 5, the individual patient data are stored 
in the Karunya University website with a unique ID. Based 
on the tests, we have to select the region/lobe of focus in the 
brain. The corresponding data are collected and fed into the 
proposed algorithm to verify them. The detail of the dataset 
is considered here to display the exactness of research. It is 
acquired with 10-20 electrodes, as determined by the inter-
national standard system. The metrics are collected from the 
16 scalp channels and two periocular electrodes. Some im-
portant metrics of the EEG dataset are shown in Table 1.21

Table 1: EEG dataset parameters21

Sampling rate 256Hz

Analog passband 0.01 to 100 Hz

Contact impedance Below 5k

Each EEG data epoch duration 10-second

Comprising 2560 data points Having 4ms duration each

The patient information is mentioned in different definitions 
like a patient ID in 5 digit character alphanumeric term, age 
is mentioned in text integer, Sex is indicated through (M/F) 
and disorder/Seizure types are mentioned in the text format 
as shown in figure 5. 

Figure 5: Sample Dataset representation21
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As shown in figure 6, the waves are stored with each seizure. 
For evaluation, the right region with sharp waves is consid-
ered. This research focused, particularly on Epileptic Seizure 
Classification. 

Figure 6: EEG waveform Seizure disorder obtained by patient 
ID-A002421

Table 2 shows the dataset representation of 11 patients which 
includes patient ID, age, sex, condition on the provisional 
diagnosis, disorder type, seizure types, and the region or lobe 
region of the brain

Table 2: Dataset representation of 11 patients21

Patient ID Age Sex Provisional Diagnosis Disorder Seizure Types
Region / lobe of focus in the 

brain
A0019 16 M Febrile Seizures Febrile Seizures Focal Seizures Left - central / parietal
A0020 16 M seizure disorder seizure disorder Focal Seizures Right - central / parietal
A0023 9 F seizure disorder seizure disorder Focal Seizures Right - central 
A0024 13 M seizure disorder Generalized tonic - clonic seizures (GTCS) Focal Seizures Right side - sharp waves
A0014 82 F Brain dysfunction Aneurysm Focal Seizures Right side - sharp waves
A0036 75 F Complex Parital Seizures (CPS) seizure disorder Focal Seizures left frontal left temporal
A0042 25 M seizure disorder Generalized tonic - clonic seizures (GTCS) Focal Seizures right frontal
A0044 21 F seizures seizures Focal Seizures bilateral frontal
A0049 10 F seizure disorder seizure disorder Focal Seizures right - parietal
A0004_2 52 M Hepatic Encephalopathy seizures Focal Seizures right hemispherical slowing
A0005_2 60 M Mild Hypoxic Encephalopathy seizures Focal Seizures left hemispherical slowing

Figure 7 shows the Comparative analysis of two patient’s 
(A0019 and A0049) data classification using Probabilistic 
Neural Network for six different Autoregression features.  

Figure 7: Comparative analysis of two patient’s data for Lobe 
classification using Probabilistic Neural Network.

The performance of the PNN is shown in Figure 8, for the 
six parametric feature sets. It is observed that AR Burg out-
did the other feature sets with the highest mean accuracy of 
96.3% for the patient (IDA0023) aged 9. It has the lowest 
mean accuracy of 93.74% for subject 20.

Figure 8: Classification results of PNN using six parametric 
features with iteration.

The next best performance is observed for the AR Yule fea-
ture sets at 94.21% and the lowest mean accuracy for the 
same feature sets is 94.1% for the same patient. The Proba-
bilistic Neural Network provides simple implementation and 
easy design with maximum classification accuracy.41-44

Another process is to analyze the classification based on the 
separation of age. It is attempted to check overall variations 
in the PNN algorithms with respect to the subjects. Here, the 
samples are collected from different age groups represented 
by their patient’s ID. The age group is selected from the da-
tabase: (Patients ID) 9 (A0023), 16 (A0019), 13 (A0023) and 
82 (A0014).

Table 2: Classification accuracy of 4 sample patient 
data
Age (Patients 
ID)

9 (A0023) 16 (A0019) 13 (A0023) 82 (A0014)

Autoregressive 
(AR) Burg

96.3 94.2 95.3 92.1

AR Yule-Walker 
method

96.3 94 95.1 92.4

AR Covariance 95.1 94.9 94.2 91.6

AR Modified 
Covariance

96.1 93.12 94 91.3

Levinson Dur-
bin Recursion

95.1 93.69 93.2 92.3

Linear Predic-
tion Coefficient

94 92.3 92.8 93.1

It is observed from the results that the younger age classifi-
cation prediction is improved when compared with the other 
age groups. The parametric analysis of each sample is shown 
in figure 8. Its experimental outcome is listed in table 2. 
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Figure 9: PNN Classification based on different age groups.

From the above results, the maximum performance will be 
achieved throughout in all types of age group, which is ob-
served for the AR Burg feature sets for PNN classification. 
Further, the sensitivity, specificity, and accuracy are calcu-
lated and compared with the traditional methodologies that 
are listed in table 3. 

Table 3: Comparison of different classifier
Classifier Sensitivity 

(%)
Specificity 

(%)
Accuracy 

(%)

Modified Back 
Propagation Neural 
Network20

74 77 94

Multilayer percep-
tron neural network 
(MLPNN)21

94.95 96.03 95.60

Combined neural 
network22

94.50 96.00 94.83

Proposed PNN 95.10 97.25 96.30

For two different training samples, the Back Propagation 
Neural Network has the same sensitivity as 74% and speci-
ficity as 60% for a constant threshold value. Its graphical 
representation is shown in figure 10.

Figure 10: Comparison of various neural networks in EEG sei-
zure classification.

From the results, it is concluded that the proposed methodol-
ogy named as PNN has the maximum accuracy of 96.30% 
when compared with the traditional methodologies.41-45

CONCLUSION

This research work has aimed to design a PNN classifier for 
detecting Seizure by incorporating AR parametric features. 
The proposed system bears the potential of providing an ex-
act identification of faults and noise with various age criteria. 
It will help process the data in a user-friendly manner.  One 
of the benefits is high accuracy when comparing it with a 
complex data set. Here, various complex datasets are col-
lected from Karunya University. Based on the age group, the 
evaluation has been made, which is proved in the experimen-
tal section. For an exact verification, different parametric 
features are considered such as Autoregressive (AR) Burg, 
AR Yule-Walker method, AR Covariance, AR Modified Co-
variance, Levinson Durbin Recursion, and Linear Prediction 
Coefficient. It is observed that AR Burg outdid the other fea-
ture sets with the highest mean accuracy of 96.30% for the 
patient (IDA0023) aged 9. It has the lowest mean accuracy 
of 93.74% for subject 20. The proposed classification per-
forms well when compared with the backpropagation, Mul-
tilayer perceptron neural network, and combined neural net-
work concepts. In future, the classification accuracy is to be 
estimated with a huge difference among these comparisons 
and it must help to improve the diagnosis. 
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