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ABSTRACT 

Performance evaluation of computer system and network is an essential task. It helps to determine how 

the system is performing and weather any upgrading are needed to improve the performance. To 

measure the performance of system three techniques are used i.e. empirical measurement, analytical 

and simulation technique. Once a system has been built and is running its performance can be 

evaluated using the empirical measurement techniques. During design and development phase 

analytical or simulation techniques are used. Result Tool have been design and developed as a case 

study for this study. Developed Result tool is used for result sheet and mark sheet preparation with 

various report required at University level and College level. As Result tool is already developed, we 

used empirical measurement method which consists of three steps i.e. Selection of performance 

parameters, choice of measurement tool and design of experiment. Design and Development of result 

tool and empirical measurement technique explained in this paper. Appropriate network and Result tool 

performance parameters were selected and set with performance tool. Performance was measured using 

windows XP’s built in performance tool. Experimental setups were implemented to execute Result tool 

in PAN.  We found performance of PAN is considerable. Developed tool is user friendly and does not 

create any additional load in the system.  

Keywords: Network Performance, PAN, Windows Performance Tool, Result tool, Network 

Bandwidth 

 
INTRODUCTION 

Bluetooth network is low cost, low power 

wireless communication technology. It uses a fast 

frequency-hopping spread spectrum (FHSS) and 

operates in the unlicensed Industrial Scientific-

Medical (ISM) band at 2.4 GHz [16]. A personal 

area network consists of mater slave model. 

Master slave model provides simplicity for 

connection. However communication always 

takes place between slave and master. Slave to 

slave direct communication is not possible. Two 

slaves can communicate to each other through 

master. This adds extra data bit for master to 

carry out communication.  Before data 

transmission starts connection has to be 

established between the devices. Bluetooth has 

the advantage of a standardized way of obtaining 

the MAC address of new nodes in an ad hoc 

fashion by using the INQUIRY procedure [16]. 

The basic structure for communication in a 

Bluetooth network is the piconet. A piconet 

contains one master node and up to 7 active slave 

nodes [2][4]. All transmissions among Bluetooth 

devices in the same piconet are supervised by the 

master node operating over a channel-hopping 

sequence generated from the master’s Bluetooth 

device address at a rate of 1,600 hops per second 

[16]. 

A result tool was developed for college and 

university exam. Tool was initially tested on 
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standalone machine. We found that the scalability 

of developed tool is considerable. Resources like 

processor, memory and hard disk were not used 

up to optimum level. But as data size is going to 

increase resources will be used optimally [21]. 

A variety of simulation tools like Ns-2, Netsim, 

OPENET are available for the purpose of 

modulation and simulation but the choice of 

simulator depends upon the features available and 

requirement of application [18]. As developed 

result tool is tested in PAN environment. We 

used windows XP’s built in performance tool to 

evaluate the performance. It helps to check 

various components of computer system and 

stores output as (text, HTML, excel) data and 

display information in different ways. It is 

capable to monitor servers, workstations, and 

network. Windows XP’s built in performance 

tool is the cost effective solution to measure 

network performance. 

 

SYSTEM DEVELOPED 

System development life cycle (SDLC) is a 

process used during the development of any 

system. SDLC consists of four main phases: 

analysis, design, implement and testing. During 

analysis phase, context diagram and data flow 

diagrams are used to produce the process model 

of a system. In system development life cycle 

(SDLC), a system model can be developed by 

using Data Flow Diagram (DFD). DFD is 

graphical diagrams for specifying, constructing 

and visualizing the system. DFD is used in 

defining the requirements in a graphical view [3], 

[20]. 

DFD’s are easily understands by technical and 

nontechnical users. It shows the flow of data from 

external entities into the system, showed how the 

data moved from one process to another, as well 

as its logical storage.   

In data flow diagram, the highest-level view of 

the system is known as context diagram [10], 

[19]. It is common practice for a designer to draw 

the context level DFD first, which shows the 

interaction between the system and external 

agents which act as data sources and data sinks. 

Components of a System Context Diagram are 

shown in Figure 1.1  

Context Diagram represents entities such as, 

 University 

 Clerk 

 Principal 

 Student 

 Exam Department 

 Teacher 

These entities interact with result system. Entities 

on the left hand side supply information to the 

system and after processing that information 

result is send to specific entities mentioned on the 

right hand side. It represents highest level view of 

the system [3]. 

The context diagram shows the entire result 

system as a single process, and gives no clues as 

to its internal organization. The purpose of a 

result system context diagram is to focus 

attention on external factors and events that 

should be considered in developing a complete 

set of system requirements and constraints.  

System context diagram can be further expanded 

to detailed designing of result tool. 
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Figure 1 Context Level Diagram 

 

PERFORMANCE EVALUATION METHODOLOGY 

Performance can be evaluated using the empirical 

measurement, analytical modelling and 

simulation techniques. Once a system has been 

built and is running its performance can be 

evaluated using the empirical measurement 

techniques. During design and development 

phase it is necessary to use analytical or 

simulation technique [2, 5, 15]. 

As result tool is already developed we used 

empirical measurement method. This method 

consists of following steps: 

1. Decide parameters to measure. 

2. Choice of measurement tool. 

3. Design of measurement experiment. 

Performance measurement metrics 

classification and selection 

Network Performance Parameters 

Network performance measurement parameters 

(NPM’s) mean the basic metric for performance. 

We categories these parameters into four groups 

[1,8]. 

 Availability 

 Utilization       

 Loss               

 Delay           

Availability of network means connectivity and 

functionality of network. It evaluates robustness 

of the network, i.e. percentage of time network 

running without failure. Specific network element 

can be observed like link or node to observed 

amount of time they running without failure. Loss 

is fraction of packet loss during transition from 

source to destination within specific time interval. 

Loss is expressed in percentage. It indicate 

congestion, transmission error and device 
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malfunctioning.  Delay metrics indicate 

responsiveness of the network. It can be measure 

as one way delay, roundtrip time and jitter. 

Utilization metric measure capacity of 

communication link i.e. amount data can be pass 

through network in unit time [1, 4, 8]. 

Result Too Performance Parameters 

There are two important dimensions to software 

performance timeliness; Responsiveness and 

Scalability. Responsiveness is ability of software 

to meet its objective for response time or 

throughput .The response time is the number of 

events processed in some interval of time. 

Scalability is the ability of software to continue to 

meet its response time or throughput objective as 

the demand for the software function increases 

[11, 25,27]. The scopes of performance include 

responsiveness and scalability [21]. 

In software engineering, performance testing is 

testing that is performed to determine how fast 

some aspect of a system performs under a 

particular workload. It can also serve to validate 

and verify other quality attributes of the system 

such as scalability, reliability and resource usage 

[14, 15, 21,23]. 

 

Resource sharing is very common in computer 

system. Resources are any physical or logical 

entity that software needs for its execution [25]. 

Processor, memory and hard disk are the three 

basic components which affect the performance 

of a computer system [21].   

Developed Result tool’s response time or 

throughput is considerable. Hence here we 

concentrate on scalability and resource usage 

parameters to measure performance of Result 

Tool. Three major components which affect 

scalability and resource usage capacity of 

computer system are Speed and Power of its 

processor, how much memory that it has, and the 

performance of its disk subsystem [21].  

Measurement Tool 

To evaluate performance of PAN following   

counters were selected. Parameter Availability 

was not considered for measuring performance. 

Since tool had to be tested in PAN environment; 

it was assumed that the network was always 

available for the user. We had created a counter 

log file which contained counters shown in  

Table1 . During experiment counter log file 

stored performance data at the specified interval 

for defined counters.  

 

Table 1 Performance parameters (Network and Result Tool) 

Sr. no PAN Performance 

Parameters 

Counters selected 

To measure PAN 

performance 

Result Tool 

Performance 

parameters 

Counter Selected to selected 

to measure performance of 

Tool 

1 Utilization Current bandwidth Scalability Available Memory 

2 Loss Packets sent/sec 

Packet received/sec 

Resource Usage Pages/ Sec 

Available Disk Queue 

Length 

% Processor Time 

3 Delay Output queue length 

 

Counter used- 

1. Current Bandwidth: It is an estimate of the 

current bandwidth of the network interface in 

bits per second (BPS).  For interfaces that do 

not vary in bandwidth or for those where no 

accurate estimation can be made, this value is 

the nominal bandwidth [25]. 

2. Packets Received/sec: It is the rate at which 

packets are received on the network interface 

[25]. 

3. Packets Sent/sec: It is the rate at which 

packets are sent on the network interface 

[25]. 

4. Output Queue Length: It is the length of the 

output packet queue (in packets). If this is 

longer than two, there are delays and the 
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bottleneck found [25]. 

5. Available Memory: It is the amount of 

physical memory available to processes 

running on the computer, in bytes [25]. 

6.  Pages/ Sec: It is the rate at which pages are 

read from or written to disk to resolve hard 

page faults [25]. 

7.  Available Disk Queue Length: It is the 

average number of both read and writes 

requests that were queued for the selected 

disk during the sample interval [25]. 

8.  % Processor Time: It is the percentage of 

elapsed time that the processor spends to 

execute a non-Idle thread [25]. 

Experimental setup  

Experiments had been carried out in Personal 

area Network. Experimental setup is shown in 

fig. 2. Bluetooth USB Dongles V2.0 & V1.2 

compliant were used to form Bluetooth network. 

In Bluetooth network any machine could be 

master or slave. Communication always takes 

place between any two machines where one is 

master and other is slave. During experiment 

computer with specification   Intel Core™2 

CPU4400 @2.00 GHz, 1GB of RAM, operating 

system windows 2003 were treated as master. 

Computers with specification Intel Core™2 

CPU4400 @2.00 GHz, 500 MB of RAM, 

operating system windows XP were treated as 

slave.    

Client copy of developed result tool was installed 

on slave machine. Various transactions like data 

fetch and store were performed by users. All 

transaction were handled through Master 

Machine database. Counters specified in table 1 

were set with Master and slave machine’s 

performance tool. Various operations like subject 

registration, exam registration, student 

registration etc. were performed by users. 

Throughout the experiment data was collected 

simultaneously in counter log files .Log file can 

be manually on or off. Performance data was 

stored at the location C:/PertLogs.  Collected 

performance data was exported to the Excel file 

with procedure as shown in figure 3

 

.  

 

 

 

 

       
Fig 2 Experimental Setup for PAN 
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Fig 3 Data Flow 

 

Experimental data collection  

During experiment counter log file was stored 

values for network performance at the interval of 

five second for defined counters. We recorded 

sixty observations spans for 300 sec duration. 

Sample readings are shown in Table 2. 

Experimental performance data for PAN is 

shown in Table 2. Experimental Performance 

data for Result tool is shown in Table 3. Counter 

log file stored data for measuring performance of 

the tool at the interval of 15 second for defined 

counters. We recorded data for 300 sec duration

. 

 

 

 

 

 

 

 

 

 

 

Start Performance Tool of 

Windows 2003 

Create Counter Log File 

Save Log file  

Access Tool for sufficient amount of 
time and then Manually Stop Log 

File 

Manually Start Log file 

Add Counters specified in Table1. 

To the Log file 

Performance Data will save to the 

location C:/PertLogs 

Access Result Tool simultaneously 

by Client Users 
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Table 2 Performance Data (Bluetooth Network) 

 

Network Performance Parameters 

Obs. 

No. 
Data 

samples 

taken 

Utilization 

 
delay Packet Sent Per sec 

Packet 

Received  per 

sec 

  

Band Width 

Output 

packet 

queue 

Slave 1 Slave2  Slave3 Slave 4 Master 

1 11:54:03 1000000 0 118.8 232.1 661.7 163.1 193.3 

2 11:54:08 1000000 0 187.2 177.2 240.7 245.0 498.4 

3 11:54:13 1000000 0 52.0 220.9 336.0 225.8 236.4 

4 11:54:18 1000000 0 10.8 244.2 523.2 87.8 511.0 

5 11:54:23 1000000 0 112.1 383.8 202.0 224.4 572.2 

6 11:54:28 1000000 0 105.1 339.8 60.0 286.2 234.6 

7 11:54:33 1000000 0 346.7 349.0 51.4 306.2 234.6 

8 11:54:38 1000000 0 231.0 316.4 159.5 289.2 151.6 

9 11:54:43 1000000 0 177.6 114.8 123.2 292.6 111.8 

10 11:54:48 1000000 0 153.3 162.4 266.6 262.2 125.0 

11 11:54:53 1000000 0 22.3 333.0 146.1 221.5 72.0 

12 11:54:58 1000000 0 49.8 167.3 61.6 200.8 108.8 

13 11:55:03 1000000 0 61.2 134.2 74.0 333.8 74.4 

14 11:55:08 1000000 0 146.1 206.6 179.2 338.2 175.6 

15 11:55:13 1000000 0 179.0 378.0 74.2 188.8 418.8 

16 11:55:18 1000000 0 47.6 319.6 9.6 113.0 87.4 

17 11:55:23 1000000 0 53.4 65.6 176.0 292.0 108.2 

18 11:55:28 1000000 0 169.9 288.0 35.9 451.2 55.6 

19 11:55:33 1000000 0 111.7 484.2 5.2 177.5 83.8 

20 11:55:38 1000000 0 24.6 85.0 112.8 236.4 76.0 

 
 

Table 3 Result tool Performance Parameters 

 

Sr.No Data Samples 

Taken 

Available 

Memory(MB) 

Pages /Sec Avg.Disk Queue 

Length 

% Processor Time 

1 9:17:43 180 162.13 0.01 100.00 

2 9:17:58 173 12.20 0.04 1.51 

3 9:18:13 154 1.00 0.03 0.62 

4 9:18:28 152 0.27 0.00 0.62 

5 9:18:43 150 4.60 0.00 6.98 

6 9:18:58 146 21.71 0.03 6.35 

7 9:19:13 146 78.46 0.00 11.19 

8 9:19:28 143 51.67 0.00 3.85 

9 9:19:43 142 1.27 0.00 3.13 

10 9:19:58 141 2.47 0.01 2.60 
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11 9:20:13 141 2.33 0.00 1.93 

12 9:20:28 142 15.00 0.07 1.30 

13 9:20:58 140 0.00 0.00 0.00 

14 9:21:13 140 0.00 0.00 1.88 

15 9:21:28 140 0.07 0.03 2.66 

16 9:21:43 140 0.87 0.00 2.66 

17 9:21:58 139 1.87 0.00 1.67 

19 9:22:13 139 1.87 0.08 1.25 

20 9:22:28 139 0.00 0.00 2.97 

 

Performance analysis 

Performance analysis of the result tool is divided 

into three basic steps:  

1) Data Collection 

2) Data Transformation 

3) Data visualization 

Data was collected in log file during execution of 

the result tool for a specified counter shown in 

Table 1.  Log file can be manually on or off.  

Performance data was stored at the location 

C:/PertLogs.  Collected performance data was 

exported to the Excel file. Data transformation 

techniques were used to reduce size of 

experimental data.  For Data visualization 

Microsoft Excel built in graph tool   was used. 

Experimental performance data is presented in 

graphical format against sampled interval or time. 

Performance Analysis of PAN 

Bandwidth specifies data transfer capacity of a 

network. Throughout the experiments Bandwidth 

available was 1MB as shown in fig 4. In 

Bluetooth network before transferring data 

connection has to be established between master 

and slave. In other words we can say that data 

transmission in Bluetooth network is connection 

oriented. Hence there are very less chances of 

data delays and losses. We noted from output 

Queue Length counters values that for all 

transitions packet queue contains no packet 

waiting for transmission, hence there are no 

delays and the traffic jam found while using tool 

in Bluetooth area network. Fig 5 and fig 6 depicts 

graphical representation of packet sent and 

received in a piconet. 

  

 

    

                                Figur 4.   Current B.W.                                        Figure 5 Packet Received Per Sec  
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                                                            Figure 6.   Packet Sent Per Sec 

 
Performance Analysis of Result Tool 

We selected parameters scalability and Resource 

usage to measure performance of Result Tool. 

Graphical representation of fig 7 shows memory 

available to execute other applications is about 

150 MB. Graphical Representation of fig 8 shows 

pages transfer through main memory while 

performing various operations with Result Tool. 

We noted that no heavy pages (data) transfer  

during the operation. Fig 9 shows Average Disk 

Queue counter value is less than 0.7. Hence it is 

noted that no significant transition through hard 

disk. From graphical representation of fig 10 we 

illustrate that processor consumption is 

approximately 4-5%.  

 

      

    Fig 7 Available Memory in RAM                                            Fig 8 Pages Transfer during Operation 

 

        

     Fig 9 Avg Disk Queue Length                                                                     Fig 10 Processor Execution Time 
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CONCLUSION 

Developed Result Tool is executed in Personal 

area Network.  Performance of network is 

considerable. Only two computers can 

communicate at a time and no packets in waiting 

queue hence very less chances of delay and data 

loss. Bluetooth are identified for low power 

consumption as Processor consumption is only 4-

5%. This is an added advantage compared with 

other networks.Performance of the Developed 

Result tool is considerable in Personal area 

Network. No heavy data transfer through memory 

and hard disk drive. Sufficient memory is 

available for other applications to execute. The 

developed result tool is user friendly. 
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